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a b s t r a c t

Aiming strategies in central receiver systems search for an optimal assignment between heliostats and
aim point on the receiver surface. In this work, we develop an accelerated aiming strategy which can be
used for dynamic scenarios such as short-term environmental influences. The strategy bases on the
linear formulation of the problem. To achieve a performance close to real-time, we present several ac-
celerations based on carefully chosen methods to reduce the problem size. The performance of different
solvers is evaluated and the problem reduction is adjusted according to accuracy, prediction time and
computational run-time. The accelerated aiming strategy is applied to central receiver systems with up
to 8600 heliostats in a dynamic test scenario with cloud shadows passing over the heliostat field. The
accelerated aiming strategy is effective enough to be used as a real-time control strategy.

© 2021 Elsevier Ltd. All rights reserved.
1. Introduction

Central receiver systems are large scale power plants which
make use of concentrated solar power to generate electric energy.
The incoming solar irradiation is concentrated onto the central
receiver and the heat is forwarded to a fluid which runs through
pipes behind its surface. Afterwards a thermodynamic cycle
transforms the energy into electric energy.

Depending on the total received solar power, the power plant
operator adjusts the mass flow of the fluid in the receiver tubes
such that the fluid is heated up to its desired outflow temperature.
Based on the mass flow, an upper limit for the heat flux which the
receiver can absorbwithout overheating can be precomputed in the
form of an allowed flux distribution. Staying below these critical
values is crucial to protect the receiver from taking permanent
damage.

The aiming strategy problem searches for the heliostat align-
ment which yields themost powerwhile staying below the allowed
flux distribution.

In this work, we formulate the optimal aiming problem as
integer linear program (ILP). With carefully chosen methods the
problem size is reduced to decrease the run-time whereas main-
taining a high degree of optimality. Several LP solvers are tested for
the problem, using optimized solver settings. To the end, we show
Richter).
that the developed solver is able to solve a dynamic test case with
passing cloud shadows over a large heliostat field in real-time.
Fig. 1. Discretization of the external receiver surface. The filled dots (�) on the receiver
surface represent the measurement points Mrec, while the circular dots (◦) represent
the measurement points on the heat shield Mshield. As the flux concentration de-
creases with the distance to the receiver, the measurement points for the heat shield
are chosen on the border of the receiver surface.

mailto:pascal.richter@rwth-aachen.de
http://crossmark.crossref.org/dialog/?doi=10.1016/j.renene.2021.08.060&domain=pdf
www.sciencedirect.com/science/journal/09601481
http://www.elsevier.com/locate/renene
https://doi.org/10.1016/j.renene.2021.08.060
https://doi.org/10.1016/j.renene.2021.08.060
https://doi.org/10.1016/j.renene.2021.08.060


Fig. 2. AFD maps for the Gemasolar central receiver system for different flow intensities cintensity on the receiver surface. The Gemasolar receiver consists of 18 panels.

Table 1
Overview of different ILP solvers and the used version for this investigation.

Solver Licensing Last update Used version

Gurobi Commercial and Academic 2020 9.0
CPLEX Commercial and Academic 2020 12.9.0
SCIP ZIB (academic) 2018 6.0.2
glpk GNU GPL (free) 2018 4.65
lpSolve GNU LGPL (free) 2016 5.5.2.5
COIN-OR EPL (free) 2020 Cbc 2.10.4
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1.1. State of the art

Aiming strategies for central receiver systems have been subject
to prior research. The different approaches can be grouped into the
group of specialized heuristics [1e6], metaheuristics [7e9], and
solving a mixed-integer linear program formulation [10e14].

Dellin et al. [1] studied aiming strategy optimization as some of
the first and propose fast heuristic aiming strategies, which aim to
maximize the heat flux hitting the receiver while distributing the
aim points of the heliostats in specific patterns. The heuristics are
part of the DELSOL optics simulation software, an optimization
software for the design of central receiver systems. García-Martín
et al. [2] developed an iterative method to solve the aiming strategy
problem by repeatedly changing heliostat aim points from high
heat flux areas of the receiver to lower ones. This way, an almost
uniform temperature is achieved across the surface. Kelly et al. [3]
use a heuristic approach to approximate a predefined heat flux
distribution across the receiver surface. Astolfi et al. [4] partition
the heliostat field into small groups. This allows for independent
solving of different subproblems with a heuristics, which reduces
peak heat flux densities at the receiver by up to 15%. Garcia et al. [5]
propose an agent-based multivariable model predictive control.
Collado et al. [6] refine the approach of Astolfi et al. [4] by offering
more exact aim point options, not only determining the best ver-
tical aim position but using aim positions in two dimensions.

Belhomme et al. [7] propose an ant colony optimization meta-
heuristic. In comparison to a trivial solution, where all heliostats
aim at the center of the receiver, an improvement of up to 10% is
reached. Maximum allowed heat fluxes and spatial heat flux gra-
dients are used as constraints in the optimization. Depending on
the number of aim points a solution can be found within 38 min. By
using a GPU the runtime of this optimization method could be
reduced to a minute or less [9]. Besarati et al. [8] use a genetic al-
gorithm to avoid peak heat fluxes.

More recent work tries to achieve solutions close to the global
optimum while controlling the maximum error. Ashley et al. [10]
Fig. 3. Block diagram of the aim point management system with all components. At each in
estimated the mass flow of the receiver system to load the corresponding AFD map, generate
and communicates with the control system of the receiver and the heliostat field.
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define the optimization problem as an integer linear program (ILP).
An even heat flux distribution is forced by constraining the allowed
range of heat flux on each part of the receiver surface. Later, this
strategy was extended to a continuous problem [11]. Richter et al.
[12] develop a robust solution based on an ILP formulation. A
desired flux distribution is introduced, which allows to solve for a
specific heat flux distribution at the receiver. Several kinds of un-
certainties are taken into account, as well as a limitation to spatial
heat flux gradients. As follow-up, Kuhnke [13] extended the works
of [10,12] by developing a mixed integer linear program formula-
tion of the aiming strategy optimization including robustness to
inaccuracies. A first step into an accelerated mixed integer linear
program using heuristic formulations was done in Ref. [14].
1.2. Our contribution

To the knowledge of the authors, so far there does not exist any
work on dynamic aiming strategies with changing weather con-
ditions. In this paper, we focus on providing results in real-time
while delivering the possibility to reach results close to the global
optimum. Instead of approximating a solution based on heuristics
or metaheuristics, the intention is to develop a reduced problem
formulation and formulate it as an ILP. This adaptable approach
delivers the possibility to drastically reduce the run-time while
keeping the gap to the optimal solution as small as possible. In a
dynamical test case our method will be tested for real-time use.
stance of time the unit collects meteorological data from the sensors in the solar field,
s heat fluxes for each heliostat, runs the computation for an optimal aim point strategy



Table 2
Average runtime in seconds for finding the optimal aim point assignment for a test case of the PS10 and Gemasolar central receiver system using five different LP solvers. These
runtimes have been achieved using an Intel i5 processor with 3200 MHz and 16 GB random-access memory.

Power plant Configuration Gurobi CPLEX SCIP glpk lpSolve COIN-OR

PS10 Default configuration 2.89 s 1.7 s 28.73 s 176.43 s >1 h >1 h
PS10 irace configuration 2.87 s 0.89 s 25.08 s 86.83 s >1 h >1 h
Gemasolar Default configuration 32.83 s 123.46 s 526.79 s 5242.45 s >1 h >1 h
Gemasolar irace configuration 31.99 s 87.51 s 437.19 s 462.12 s >1 h >1 h

Fig. 4. Grouping of heliostats for the PS10 central receiver system into ngroups ¼ 10 different groups. Heliostats within the same group are drawn with the same color.

Fig. 5. Using the aim point reduction algorithm to reduce the number of aim points for
heliostat group gi. The dots on the receiver surface represent the aim points. For the
heliostats of group gi the black points are not visible, just the green and red aim points
belong to the aim point set Agi . With an aim point reduction size of 28%, the far away
heliostat group is just allowed to aim on the green points of the set Areduced

gi .
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1.3. Outline

The paper is structured as follows: In Section 2 the optical model
for the computation of the heat flux is introduced. In Section 3 the
underlying optimization problem is formulated as an integer linear
program (ILP). To accelerate the solving process in Section 4 several
reduction approaches are proposed and investigated. In Section 5
we apply the aiming strategies to three different central receiver
systems. The accelerations are compared and together with five
different solvers the run-time is optimized. Furthermore, a dy-
namic test case is used to investigate the quality of a real-time
control. Finally, we draw in Section 6 a conclusion regarding the
presented accelerated aiming strategies and give an outlook with
possibilities to extend this work.

2. Optical model

This section introduces the optical components of a central
receiver system which is needed to further describe the optimiza-
tion problem for the aiming strategy.

2.1. Heliostats and receiver

A central receiver system consists of large field of heliostats
which we denote as set H. These heliostats collect the solar direct
normal solar irradiation IDNI from the sun and reflect the flux onto
the surface of the receiver, where a heat transfer fluid inside the
receiver is heated up. Any part of the receiver and the surrounding
heat shield can only withstand a certain upper limit of heat without
being permanently damaged. According to Kuhnke et al. [13] we
discretize the receiver surface by a fine regular mesh of measure-
ment points Mrec at which the allowed flux distribution is defined
and onwhich we observe the arriving heat flux from the heliostats.
57
The unionwith the measurement points for the heat shieldMshield

yields the set M, see Fig. 1.

M ¼ Mrec∪Mshield (1)

The set of aim pointsA, at which the heliostats can aim is generally
a subset of the measurement points Mrec, such that all peak fluxes



Fig. 6. The further away, the stronger the reduction jAreduced
h j
jAh j of the aim point set for each heliostat. The strength of reduction is shown by the color, here as example for the PS10

central receiver system.

Fig. 7. Investigation of the runtime reduction for different changes of the solar irradiation between two time steps, while using the assignment of the first time step as initial
solution for the second time step. The runtime reduction lies by about 1.5%.
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on the receiver surface can be captured. As not every heliostat can
see all aim points on the receiver surface, we denote the set of
reachable aim points for heliostat h2H with Ah.

Ah4A4Mrec (2)

2.2. Allowed flux distribution

The receiver consists of several panels, each with parallel tubes
for the heat carrying medium. The heat carrying medium cools the
receiver material directly, such that high heat fluxes on the surface
are possible without damaging the receiver. Following Sanchez
et al. [15] the film temperatures of the heat transfer material limits
the incident flux density. To ensure that the material of the receiver
withstands the heat flux, a maximum allowable flux distribution
(AFD) qmAFD for all measurement points m2Mrec on the receiver
surface can be computed [15].

The computations depend on the fluid temperature and the
mass flowof the heat carryingmedium, as changes in themass flow
locally impact the cooling effect on the receiver surface. As
simplification, receiver manufacturers deliver precomputed AFD
maps which just depend on the mass flow intensity cintensity ac-
cording to the design point where the maximum possible mass
flowwith cintensity¼ 100% is reached. With this simplified approach
a large safety margin is considered, to cover the worst case scenario
for all possible fluid temperatures. Thus, for different flow in-
tensities the AFD maps are given, see Fig. 2 for an example. For
intermediate mass flow intensities we use point-wise linear
58
interpolation between two AFD maps.
As the heat shield around the receiver just consists of solid

material, e.g. ceramics, a fixed value qshield for maximum heat flux
can be given for all measurement points m2Mshield on the heat
shield.

(a) Design point with flow intensity cintensity ¼ 100%
(b) Flow intensity cintensity ¼ 75%
(c) Flow intensity cintensity ¼ 50%
2.3. Heat flux computation

The heat flux qmh;a describes the power density in W
m2 arriving at a

measurement pointm2M for a heliostat h2H aiming at aim point
a2Ah. Approaches to compute the heat flux can be divided into the
non-deterministic Monte Carlo based ray tracers [16e21] and the
deterministic analytical ray tracers [21e25] which describe the
reflected flux of a heliostat on a image plane orthogonal to the
reflection direction by some two-dimensional function. In this
work we utilize an analytical heat flux computation method based
on the HFLCAL method [23], where heliostat h2H aiming on aim
point a2Ah delivers a heat flux of

qmh;a ¼ Ph;a
2p seffh;a

,exp

0
@� ðxma Þ2 þ ðyma Þ2

2seffh;a

1
A,

�
1
m2

�
; (3)

onto a measurement point m2M. seffh;a is the effective error which



Fig. 8. Heliostat field layouts for PS10, Gemasolar and Abengoa CRS. The tower with the receiver is positioned at the origin.

Fig. 9. AFD maps for the PS10 central receiver system for different flow intensities cintensity on the receiver surface. The PS10 receiver consists of 4 panels.

Table 3
Data for the three central receiver systems PS10, Gemasolar and the Abengoa CRS.

Symbol Unit PS10 Gemasolar Abengoa CRS

Meteo parameters
Sunshape error ssunshape mrad 2.35 2.35 2.35
Direct normal irradiation IDNI W

m2
950 950 950

Northern azimuth angle gsolar deg 180 180 0
Altitude angle qsolar deg 76 76 76
Heliostat parameters
Number of heliostats jHj 624 2650 8600
Mirror surface area A m2 121 115.7 138.7
Pedestal height zpedestal m 5.17 5.68 7.10
Heliostat surface error soptical mrad 2.9 2.9 1.22
Reflectivity hreflectivityh

0.88 0.93 0.92

Tracking error horizontal stracking, hor mrad 1.3 1.3 0.71
Tracking error vertical stracking, vert mrad 2.6 2.6 0.38
Receiver parameters
Type cavity external external
Number of horizontal panels 4 18 16
Receiver length [rec m 19.55 26.70 50.89
Receiver height hrec m 12 10.6 18.5
Tower height htower m 115 140 230
Allowed heat flux qAFD kW

m2

see Fig. 9 see Fig. 2 see Fig. 10

Allowed heat flux (shield) qshield kW
m2

400 400 400

Fig. 10. AFD maps for the Abengoa CRS central receiver system for different flow intensities cintensity on the receiver surface. The Abengoa CRS receiver consists of 16 panels.
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considers imperfections of the mirror surface or tracking errors. It
defines the distribution size and scales with the aim distance. xma
59
and yma describe the horizontal and vertical distance of the mea-
surement point from the aim point on the surface of the receiver.



Fig. 11. Investigation of the number of aim points jAj on the receiver surface of the power plant Gemasolar, which has 18 horizontal panels. While a too low resolution (a) delivers
alternating peaks and troughs, higher resolutions result in a smooth behavior (c). The lowest resolution is chosen which still delivers a smooth behavior (b).

Table 4
Selected resolution of aim points and measurement points for the three power
plants.

Receiver resolution Symbol PS10 Gemasolar Abengoa CRS

Number horizontal points nhoriza ¼ nhorizm
12 18 32

Number vertical points nverta ¼ nvertm 5 7 10
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Ph,a represents the amount of irradiation reflected from the helio-
stat towards the receiver. This total beam power considers the
direct solar irradiance, cosine losses, atmospheric attenuation,
surface reflectivity and shading efficiency. As an extension to the
standard HFLCAL method, we add distortion depending on the
angle with which the ideal heat flux beam hits the receiver surface
and shadows based on the receiver shape.With thesemodifications
the heat flux computation delivers more accurate results, especially
for the cavity and external receiver [26].

For any given plant configuration it is possible to precompute all
possible flux distributions qh,a. The required memory space for the
images depends on the number of heliostats, aim points and
measurement points.
2.4. Aim point management system

In central receiver systems an aim point management system is
the central unit for the dynamic computation and assignment of
aim points for each heliostat. It collects meteorological data from
the sensors in the solar field, runs the computation for finding an
optimal aim point strategy and communicates to the control sys-
tems of the receiver and the heliostat field, see Fig. 3. Real-time
dynamics like clouds or changes of the direct normal irradiation
are considered by solving the aim point problem at discrete in-
stances of time, which should be a couple of seconds apart under
operating conditions. At each time step the following steps have to
be proceeded:

1. Estimate themass flow intensity cintensity of the receiver system:
(a) At start-up the theoretical maximum possible flux can be

estimated by virtually letting all heliostats aim on the center
of their aim points. Shaded heliostats have a reduced
contribution. The received theoretical power is reduced by
1e2% (depends on the configuration of the central receiver
system) due to further spillage losses by the aiming strategy.
The estimated mass flow intensity cintensity is given relative
to the design point.

(b) During operation, the flow intensity of the previous time
step should be used and updated according to changes in the
environment. Changes of the direct normal irradiation shall
be considered linearly. For shadows of clouds in the heliostat
field newly shaded heliostats and de-shaded heliostats shall
linearly be considered. Cloud shadows can be detected by
using a now-casting system [27].

2. Load the corresponding allowed flux map according to the mass
flow intensity cintensity, e.g. see Fig. 9. Between two given AFD
maps point-wise linear interpolation is used.
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3. Solve the aim point problem according to the in Section 3
formulated equation system.

4. Compute the delivered heat flux on the receiver surface which
results from the solution of the aim point problem. Reversely
determine the lowest possible AFDmap for which all constraints
are fulfilled and adjust the pump throughput of the plant
accordingly.

In Section 5 a dynamic test casewith a passing cloud throughout
three different solar fields is drawn, using the aim point manage-
ment system. It can be shown that the presented results are close to
real-time.
3. Optimization problem formulation

We now present a linear formulation of the optimization
problem for finding an optimal aiming strategy in central receiver
systems based on the presented model. The objective is to maxi-
mize the total power received at the receiver surface while pre-
venting dangerous flux peaks which would damage the receiver.
This model is based on the formulation of Ashley et al. [10] and
Kuhnke et al. [13] with the addition of the heat shield constraints
and an updated constraint formulation.
3.1. Formulation of the optimization problem as an ILP

The optimization formulation consists of decision variables
which the optimizer needs to set to reach an optimal objective
function value while considering the given constraints for the
choice of the decision variables. We want to find optimal assign-
ments for the decision variables, which determine if heliostat h2H
aims at aim point a2Ah,

xh;a2f0;1gch2H;c a2Ah: (4)

X
a2A

xh;a � 1c h2H: (5)

The binary variable xh,a is equal to one if h aims at a and zero
otherwise. Naturally each heliostat can only aim at most at one
point, while we also allow to not utilize a heliostat at all. The
objective is to maximize the total power received at all measure-
ment points on the receiver surface. Therefore, we optimize the
following objective function:

max
x

X
m2Mrec

X
h2H

X
a2A

�
Am,qmh;a,xh;a

�
; (6)

where qmh;a is the heliostats' heat flux (3), and Am represents the

surface area assigned to this measurement point. Finally, the
incoming heat flux is limited to qmAFD and qshield for the receiver and
heat shield respectively:



Fig. 12. The influence of the grouping method lgrouping and the number of groups ngroups on the quality of the solution in (a), (c) and (e) and on the runtime in (b), (d) and (f). The
optimality increases for larger ngroups and lgrouping, while the runtime mainly depends on the group size. The black circle ◦ indicates the value selection from Table 5.

Table 5
Selected parameters for the heliostat grouping heuristic for the three power plants PS10, Gemasolar and Abengoa CRS. All parameters are chosen such that the optimality is
larger than 99% while at the same time reaching a large speedup for the runtime.

Power plant Relative group count
ngroups

nheliostats
Grouping method lgrouping Optimality Runtime speedup

PS10 20% 0.9 99.41% 3.65
Gemasolar 15% 0.8 99% 5.25
Abengoa CRS 10% 0.7 99.37% 4.12
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X
h2H

X
a2A

qmh;a,xh;a � qmAFDcm2Mrec; (7)

X
h2H

X
a2A

qmh;a,xh;a � qshieldcm2Mshield: (8)

The ILP presented here for the optimization of aiming strategies has
jHj,jAj decision variables and jHj þ jMj constraints.
1 Gurobi Optimization, Version 9.0, http://www.gurobi.com.
2 ILOG CPLEX Optimization Studio, CPLEX Version 12.9.0, https://www.ibm.com/

products/ilog-cplex-optimization-studio.
3.2. ILP solver

In general, an ILP is solved with the simplex and branch-and-
61
bound or branch-and-cut algorithm [28]. There exist several soft-
ware tools as Gurobi, CPLEX, SCIP, glpk, lpSolve and COIN-OR. As
Gurobi1 is a commercial software, it is to be expected that it out-
performs the other non-commercial solver tools. CPLEX2 provides a
commercial alternative to Gurobi and is expected to deliver results
in comparable timeframes. SCIP [29,30] claims to be one of the

http://www.gurobi.com
https://www.ibm.com/products/ilog-cplex-optimization-studio
https://www.ibm.com/products/ilog-cplex-optimization-studio


Fig. 13. The influence of the aim point reduction by the two parameters xlower and xupper on the quality of the solution shown in (a), (c) and (e), and on the runtime shown in (b), (d)
and (f). The optimality increases for larger xlower and xupper, while at the same time also the runtime is raised. As xlower�

!
xupper, just results in the top left triangle are shown. The black

circle ◦ indicates the value selection from Table 6.

Table 6
Selected parameters for the aim point reduction for the three power plants PS10, Gemasolar and Abengoa CRS. All parameters are chosen such that the optimality is larger than
99%, while at the same time a large speedup for the runtime can be achieved.

Power plant Lower reduction amount xlower Upper reduction amount xupper Optimality Runtime speedup

PS10 20% 70% 99.98% 1.23
Gemasolar 20% 70% 99.99% 1.91
Abengoa CRS 20% 80% 99.74% 2.45

Table 7
Verification data for the three central receiver systems PS10, Gemasolar and the Abengoa CRS. All unchanged parameters can be found in Table 3.

Power plant Direct normal irradiation IDNI Northern azimuth angle gsolar Altitude angle qsolar

PS10
950

W
m2

270 deg 20 deg

Gemasolar
950

W
m2

270 deg 20 deg

Abengoa CRS
950

W
m2

90 deg 20 deg

N. Speetzen and P. Richter Renewable Energy 180 (2021) 55e67
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Fig. 14. Solutions for the verification problem for Gemasolar. The heat fluxes for the original problem formulation (a) and the reduced problem formulation (b) are similar and stay
below the allowed heat flux distribution (c).

Fig. 15. Path of the cloud for the dynamic test case. Heliostat marked blue in (b) are obscured by the cloud and do not contribute to the heat flux image.

Table 8
Performance for the verification problem from Table 7 for the three central receiver systems PS10, Gemasolar and the Abengoa CRS using just one core on the CPU.

Power plant Optimality Speedup Runtime

PS10 99.53% 12.11 0.2 s
Gemasolar 99.4% 10.46 3.2 s
Abengoa CRS 99.06% 8.96 114.3 s
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fastest non-commercial solvers for mixed integer programming
and mixed integer nonlinear programming. glpk3 (GNU Linear
Programming Kit) is a package designed to solve linear program-
ming and mixed integer programming problems. lpSolve4 is a
mixed integer linear programming solver which is based around
the simplex and branch-and-bound algorithm. COIN-OR [31]
(Common Optimization Interface for Operations Research) offers
several tools in the field of operations research, one of them being
the Cbc (Coin-or branch-and-cut) solver. An overview of all used
solvers is given in Table 1.

We use irace [32] to automatically configure the large variety of
parameters of the solvers, as e.g. SCIP offers 2425 parameters, over
100 of which have directly to dowith the ILP solving algorithm. This
tool tunes these parameters by iteratively running a given problem
using different configurations. In Table 2 the run-time for finding
the optimal aiming strategy for a test case of the PS10 and Gema-
solar central receiver systemusing the five different solvers is given.
The criterion to stop the solution algorithm is set using the duality
gap, which is a property defining the maximum possible difference
between the best solution found so far and the upper bound for the
optimum. An exhaustive search would decrease it to 0%, while in
practice, a threshold for the gap is used as a termination criterion,
we use a value of 5% for the tuning of our solvers. A detailed
description of the remaining problem parameters is given in Sec-
tion 5.

From Table 2 it can be seen that lpSolve and COIN-OR are not
suitable for our kind of problem, as they need too much time to
3 GNU Linear Programming Kit, Version 4.65, https://www.gnu.org/software/
glpk/glpk.html.

4 lpSolve, Version 5.5, http://lpsolve.sourceforge.net/5.5/.
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achieve a solution. SCIP and glpk manage to produce results in an
acceptable time, while Gurobi is by far the fastest solver. It is to be
expected that the solution time scales with the problem size for all
solvers similarly. Due to this result, we use Gurobi for all our
measurements in this work and decrease the termination criterion
for the duality gap to 1% to achieve more accurate solutions. CPLEX
also produces results in a comparable time and could be used
alternatively to Gurobi.
4. Acceleration

Since the runtime of the optimization directly depends on the
problem size, we investigate different methods to artificially reduce
the number of jAj,jHj decision variables. The goal is to achieve a
solution in significantly less time, while minimizing the impact of
the reduction on the optimality of the solution. In the following we
propose three different accelerations which can be used. While the
first two aim on artificially reducing the number of regarded aim
points and number of heliostats, the third approach focuses on the
acceleration during a dynamic simulation.
4.1. Grouping of heliostats

To reduce the number of objects for which we need to find an
aim point, we propose to create groups of heliostats, where all
heliostats of one group simultaneously target the same aim point.
Thus, instead of finding an aim point for every individual heliostat
h2H the problem changes to find an aim point for each group g2G.
The set of ngroups groups is defined as

https://www.gnu.org/software/glpk/glpk.html
https://www.gnu.org/software/glpk/glpk.html
http://lpsolve.sourceforge.net/5.5/
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Table 9
The properties of the cloud used in the dynamic test case.

Cloud properties Values

Start position (-1100, 1400)
End position (2000, 0)
Speed 20 m/s
Large half-axis 700 m
Small half-axis 400 m
DNI of the shadow 100 W/m2

Table 10
The entry and exit time of the cloud shadow over the heliostat field for PS10,
Gemasolar and the Abengoa CRS.

Power plant Shadow entry Shadow exit

PS10 t ¼ 29 s t ¼ 118 s
Gemasolar t ¼ 21 s t ¼ 134 s
Abengoa CRS t ¼ 5 s t ¼ 169 s
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G ¼
�
giji¼1;…;ngroups; gi 4H;

[
i

gi ¼H; gi ∩ gj ¼∅c is j

(9)

while the groups are non-overlapping subsets ofH. To evaluate the
heat flux reflected onto the receiver by a certain group g, we sum up
the heat fluxes of its heliostats:

qmg;a ¼
X
h2g

qmh;a cg2G: (10)

The set of aim points the group g2G can target is reduced to the
intersection of the aim point sets visible from each heliostat of this
group,

Ag ¼
\
h2g

Ah cg2G: (11)

To cluster heliostats into groups we propose to use the
agglomerative clustering algorithm [33] which iteratively merges
two clusters with the lowest dissimilarity, until the desired number
of groups is achieved. As dissimilarity we propose two different
functions:

C To keep the optimality high when grouping heliostats, one
may ensure that not too many aim points per group are
filtered out. Since heliostats from a similar circular sector
Table 11
Optimality for different time steps for the three central receiver systems PS10, Gemaso

Power plant Optimality

4 s time interval

PS10 99.99% (using 1 core)
Gemasolar 99.99% (using 1 core)
Abengoa CRS e

Fig. 16. In every center of a time interval (�) a solution is computed which lasts for the who
solutions of future weather scenarios.
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have similar aim points sets, the angular difference is pro-
posed as a dissimilarity function,

dissðhi; hjÞ ¼ aðpi; pjÞ ¼ arccosð Cpi; pjD���pik2,
���pjk2

Þ; (12)

with position vectors pi and pj of heliostats hi and hj, while the
receiver is placed in the origin.

C One may also want to reduce the impact of clouds on the
solution, which cover coherent parts of the heliostat field.
Therefore, it is beneficial to have larger spatial distances
between the heliostats of one group. As dissimilarity func-
tion the max-distance can be used,

dissðhi; hjÞ¼ �kpi �pjk2: (13)

To compute the dissimilarity of two heliostat groups, the
maximum pair-wise dissimilarity of heliostats from the two groups
is used. The resulting heliostat groups from the angular dissimi-
larity function (12) consist of many heliostats in close proximity,
see Fig. 4a, while the max-distance dissimilarity function (13)
creates widely spread out groups as displayed in Fig. 4c. To find a
middle ground, a combined dissimilarity function can be used,

dissðhi; hjÞ ¼ lgrouping,

	
aðpi; pjÞ

p


2

� ð1� lgroupingÞ,

���pi � pjk2
max k;l

��pk � plk2
(14)

with weighting lgrouping 2 [0, 1] between angular and max-
distance dissimilarity function. Additional terms are used for
normalizing the separate dissimilarity functions, while we also
square the angular difference term to punish low aim point set
overlaps more. The groups resulting from a combined dissimilarity
function with lgrouping ¼ 0.7 are shown in Fig. 4b. This resulting
groups are more diffuse while the aim point sets within a group
overlap broadly.

In the case study in Section 5 for all three central receiver sys-
tems good choices for lgrouping and ngroups are presented.

4.2. Reduction of allowable aim points

To further reduce the problem size, we propose to reduce the
individual sets of aim points the heliostats can target. Thus, while
the initial aim point resolution with the total set A of all aim points
stays unchanged, for each heliostat h2Hwe develop a reduced aim
lar and the Abengoa CRS.

10 s time interval 14 s time interval

99.99% (using 1 core) 99.99% (using 1 core)
99.91% (using 1 core) 99.86% (using 1 core)
99.15% (using 12 cores) 98.34% (using 8 cores)

le interval. In this example a time step of 4 s is shown. Nowcasting allows to compute
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point set Areduced
h 4Ah.

Heliostats which are far away from the receiver tend to aim
towards the receiver center, as their flux image on the receiver
surface is larger than those of closer heliostats. We use this prop-
erty to reduce the number of aim points. The further away, the
stronger the reduction for each heliostat. In Fig. 5 the reduced aim
point set is illustrated.

For a heliostat group gi2G the mean distance to the tower is
given by

distðgiÞ¼
1
jgij

,
X
h2gi

kphk2 2 ½distmin;distmax�; (15)

where ph denotes the position vectors of heliostats h around the
tower at the origin. The group's mean distance ranges from distmin
to distmax, which is defined by the closest and furthest heliostat.
The reduction of the aim point set is given by the distance ratio
between a defined lower xlower and upper xupper reduction amount,

jAreduced
gi j
jAgi j

¼ xupper �
distðgiÞ � distmin
distmax � distmin

,ðxupper � xlowerÞ: (16)

In Fig. 6 we use the PS10 central receiver system for demonstrating
different relative aim point set sizes. The lower reduction amount
xlower shall not be zero to avoid nearly empty aim point sets for the
furthest heliostats.

In the case study in Section 5 for all three central receiver sys-
tems good choices for the parameters xlower and xupper are
presented.

4.3. Acceleration with initial solution

In practice, the aiming strategy is used as part of a dynamic
aiming management system (Section 2.4), where the aim point
problem is solved in a series of time steps to adjust to meteoro-
logical changes. A re-usage of prior knowledge can help to accel-
erate the solving process. The similarity of the aim point solutions
from two consecutive time steps is expected to be high and de-
pends on the temporal step size and the speed of meteorological
changes.

We propose to use the aim point assignment of the previous
time step as initial solution for the next time step. This will accel-
erate the solving step, as a close-to-optimal solution helps the
underlying optimization method to discard worse solutions earlier.
To test the general effectivity of this approach, we compare the
runtime for solving an aim point problem with and without usage
of an initial solution. As originating time step we use a solar irra-
diation of 950 W/m2 for the Gemasolar plant.

In Fig. 7 the runtime reduction is shown for different drops in
the solar irradiation. It can be seen that using an initial solution
reduces the runtime by about 1.5%. We conclude that providing an
initial solution to the aiming strategy problem does not necessarily
result in significantly faster computation times. The reason that the
speedup is not larger, is likely due to the difficulty of lowering the
upper bound for the best possible solution. The solver also cannot
rely on any further data to stay valid and has to verify the optimality
of the given initial solution again or find a better solution.

5. Case study

In this section, we present a case study which applies the pre-
sented formulations for the optimization of aiming strategies
introduced in Section 3 and its accelerations in Section 4. As test
fields we usethree different power plant configurations, which vary
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from hundreds to several thousand heliostats considering two
different receiver systems:

C The PS10 power plant [34] is located near Seville in Spain
With 624 heliostats and a cavity receiver (which consists of
four rectangular panels aligned as four sides of a nonagon)
the power plant generates an electrical power output of 11
MWel.

C The Gemasolar Thermosolar Plant [35] is located in the
province of Seville in Spain. The central receiver system
consists of 2650 heliostats which are spread around a
cylindric external receiver. It produces an electrical power
output of 19.9 MWel.

C The Abengoa CRS power plant in Chile is still in planning
stage. It has 8600 heliostats in total and uses a cylindric
external receiver. It will produce an electrical power output
of 220 MWel.

The heliostat field layouts of all central receiver systems are
shown in Fig. 8, a list of all parameters is given in Table 3, and the
maps of allowed heat fluxes qAFD can be seen in Figs. 2, 9 and 10.

In the following we present the setup of the experiments and
specifications about the implementation. First we determine a
suitable aim point resolution for the different central receiver
systems in Section 5.1. Then in Section 5.2 and 5.3 the optimal ac-
celeration settings for the heliostat grouping and aim point
reduction. The overall accelerations are then compared to the re-
sults of the original formulation in Section 5.4. In Section 5.5 a
dynamic test case with a passing cloud throughout all three solar
fields is drawn. It can be shown that the presented results are close
to real-time. Finally, a discussion of the results can be found in
Section 5.6.

5.1. Investigation of the aim point resolution

As defined in Section 2 we need to find a horizontal and vertical
number of receiver points forM and A. As introduced in Section 2,
we choose the same resolution for both Mrec and A, as a further
increase in measurement points does not improve the accuracy of
the solution process.

The grid resolution is chosen such that a smooth heat flux dis-
tribution can be obtained. For this investigation we propose to let
every heliostat h2H aim on every aim point a2Ah with
1

jAh j - partial solar irradiation. The grid resolution is iteratively

increased until a smooth behavior in the eyeball norm is reached.
For the number of points in horizontal direction it is considered
that the chosen number of aim points are a multiple (or divisor) of
the number of receiver panels. In Fig. 11 this procedure can be seen
for Gemasolar.

For the following investigations we choose the receiver resolu-
tions as listed in Table 4. The measurement points for the heat
shield Mshield are selected correspondingly on the border of the
receiver, see also Fig. 1.

5.2. Investigation of the heliostat grouping

As introduced in Section 4, the optimality of the solution and the
runtime acceleration depend on the number of groups ngroups and
the grouping method, which is controlled via lgrouping 2 [0, 1]. Our
goal is to find parameters for all three plants which reduce the
runtime as much as possible while keeping the solution quality
over 99%. In Fig. 12 for all three central receiver systems different
grouping configurations and the resulting optimality and runtime
are shown. It can be seen that a relative group size of ngroups

nheliostats <30%
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(due to runtime reasons) and a grouping method value of lgroup-
ing > 0.6 (due to optimality reasons) shall be chosen.

Table 5 shows the chosen values for lgrouping and ngroups for all
three power plants, which we will use for the following in-
vestigations. The parameters are chosen such that no runtime
spikes appear in their immediate neighborhood, to not rely on an
outlier. Altogether, an optimality of 99% or higher can be reached,
while the speedup is between 3.65 and 5.25.

5.3. Investigation of the aim point reduction

As introduced in Section 4 the aim point reduction depends on
the two parameters xlower and xupper, which describe the reduction
of the aim point set in dependency of the distance from heliostat to
receiver. The goal is again to keep an optimality of more than 99%
while achieving the highest possible speedup.

Fig. 13 shows the coarse nature of the runtime and optimality
decrease for all three power plants. It can be seen that aim point
reduction has a non-neglectable impact on the runtime of the so-
lution, while the optimality just slightly changes. Table 6 shows the
chosen values for xlower and xupper, which we will use for the
following investigations. The chosen values capture the steepest
speedup while not entering a critical zone where the problem be-
comes hard to solve and the runtimes as well as optimality might
fluctuate, depending on the test case. Altogether, an optimality of
99.7% or higher can be reached, while the speedup is at maximum
at about 2.5.

5.4. Overall optimality and speedup

To determine the overall optimality and speedup for the above
chosen heliostat grouping and aim point reduction parameters in
Sections 5.2 and 5.3, we change the sun position according to
Table 7. The resulting overall performance can be found in Table 8.

The overall optimality stays higher than 99% while the achieved
speedups is about 10. While the runtimes for PS10 and Gemasolar
are just a few seconds, the large solar field Abengoa CRS needs about
114 s. For larger power plants as Abengoa CRS, parallel computation
can be used to reach real-time, 12 core-processors can compute a
solution about every 10 s.

In Fig. 14, the resulting heat flux for Gemasolar is displayed,
using the original formulation in 14 (a) and the reduced problem
formulation in 14 (b). In the central part of the receiver the heatflux
is spread out a bit more for the reduced problem, which is where
the slight drop in optimality originates from. Of course, both flux
maps stay below the allowed flux distribution at every measure-
ment point from Fig. 14 (c).

5.5. Dynamic test case with passing cloud

To investigate the performance of the accelerated aiming
strategy in a dynamic setting, we simulate a cloud passing over the
heliostat field. Fig. 15 shows the path of the cloud for Abengoa CRS,
the same path is used for all three plants. Our test case covers a time
of 172 s, as we use a cloud moving at 20 m/s. The cloud settings for
this test case are shown in Table 9 and the time frames inwhich the
shadow covers at least one heliostat are given in Table 10.

Heliostats covered by the cloud shadow reflect a reduced heat
flux onto the receiver surface. Therefore the optimal aim points for
the heliostats change over the course of the simulation, as a lower
number of strong irradiated heliostats leads tomore freedom in the
aim point choices.

We consider having an exact nowcasting system, as e.g.
demonstrated in Nouri et al. [36], to know the future cloud
movement. At every time step a new heliostat assignment is
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computed, which holds for the whole time interval, see Fig. 16. We
investigate how strong the quality of the solution depends on the
temporal step size, while as reference we compute the solution at
every second for the entire duration of the cloud passing over the
heliostat field.

With growing time intervals the risk of exceeding the AFD rises,
such that larger safety margins for the AFDmust be considered. We
set the safety margin proportional to the number of critical helio-
stats, which enter the cloud shadow before the solution time or
leave afterwards. In Table 11 the assignment quality for different
time steps is shown, compared to the reference solution where in
every second a solution is computed. As PS10 and Gemasolar have a
runtime of less than 4 s (see Table 8) we can simply just use one
core. For Abengoa CRS we need to consider multicore paralleliza-
tion, where in parallel computations the assignment problem at
different time points in the future are solved. Altogether, the
optimality decreases for larger time intervals, which is for 14 s time
intervals still higher than 98%.

5.6. Discussion of the results

The developed acceleration techniques for the aim point opti-
mization are presented within a case study using three real central
receiver systems. The grid resolution on the receiver surface is
chosen such that a smooth behavior of the receiver flux is reached.

It is shown that grouping of heliostats can reduce the runtime
substantially. In our cases speedups in the order of 4 are achieved
without a significant loss in optimality. The grouping parameters
have to be chosen carefully though, as the parameter lgrouping,
which controls the grouping method, heavily impacts the opti-
mality for lower values. A higher speedup of 10 can be achieved by
additionally reducing the number of aim points for each individual
heliostat group, without a further loss of optimality. Altogether the
optimality of the accelerated method stays above 99%.

A dynamic test case simulates a scenario of passing clouds and
shows that heliostat updates with a frequency of 4 s for PS10 and
Gemasolar deliver results close to the optimum. For the larger po-
wer plant Abengoa CRS we show that using multicore paralleliza-
tion with 12 cores delivers results with an optimality of 99%. The
presented approach is efficient and flexible enough to be applied in
real central receiver systems.

6. Conclusion

This work presents an approach for the acceleration of the
aiming strategy optimization in central receiver systems with the
goal to increase the efficiency of the system in dynamic application.
We formulate the aim point optimization problem as an integer
linear program (ILP). The runtime to compute the solution depends
on the size of the heliostat field, which in its original formulation
needs minutes. Several accelerations are proposed to reduce the
runtime to a few seconds while preserving an overall optimality of
higher than 99% compared to the global optimum.

In a case study we use three cental receiver systems with
different heliostat sizes and different receiver technologies. We
show the impact of the acceleration on the runtime and the opti-
mality. For the optimal alignment in dynamic test cases we propose
an aim point management system, which controls the heliostat
alignment and the receiver mass flow automatically. As input a
nowcasting system is used to allow optimizations at futureweather
situations.

The developed aiming strategy is ready to be used in a real field
test which remains as future step of this work. As further
improvement for the application in dynamic situations receiver
sensors shall be considered which allow the computation of more
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dynamic AFD maps. This would lead to a further reduction in the
safety margins which directly increases the efficiency.
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