
Diese Arbeit wurde vorgelegt am
Lehrstuhl für Mathematik (MathCCES)

Entwicklung eines Modells zur technisch-
wirtschaftlichen Analyse von Solarturmkraftwerken

Development of a techno-economic model for solar
tower power plants

Masterarbeit
Computational Engineering Science

November 2017

Vorgelegt von Gregor Heiming
Presented by gregor.heiming@rwth-aachen.de
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Abstract

In this thesis, a techno-economic model for use in solar tower power plant design
optimization is developed. It is comprised of models for the subsystems heliostat
field, thermal receiver, thermal energy storage, power block, and a model for economic
analysis. Each of the sub-models can be used separately. The sub-models are based on
existing models from literature using simplified correlations. Special attention is paid
to the efficiency while keeping reliable results. The developed code is an advancement
for the SunFlower software.

Zusammenfassung

Es wird ein Modell zur technisch-wirtschaftlichen Analyse von Solarturmkraftwerken
entwickelt, das in der Optimierung der Kraftwerksauslegung verwendet werden soll. Es
besteht aus Teilmodellen für Heliostatenfeld, Receiver, Wärmespeicher, Kraftwerks-
block, sowie einem Modell für die wirtschaftliche Auswertung des Kraftwerks. Für
die Teilmodelle werden Ansätze aus der Literatur mit vereinfachten Modellgleichungen
verwendet. Besonderes Augenmerk wird auf die Effizienz bei gleichzeitiger Erhaltung
verlässlicher Ergebnisse gelegt. Das Modell ist als Erweiterung der SunFlower Software
implementiert.
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1 Introduction

Energy production using concentrated solar power (CSP) is one of the most promis-
ing concepts for covering the huge demand of electric energy of the future. The sun
provides almost infinite power, so as a source of energy, it is not only sustainable
but inexhaustible for the lifetime of human kind. Figure 1 shows the direct normal
irradiation (DNI) distribution on the Earth’s surface.

Figure 1: Direct normal irradiation (DNI) World Map [60].

The idea behind CSP is the efficient conversion of solar radiation into thermal en-
ergy by focusing and, thereby, obtaining very high temperatures. Focusing can be
performed by lenses or by mirrors. However, due to their broader applicability and
better scalability, mirrors are usually preferred. These mirrors track the sun so that
their reflection always hits the absorber. Since CSP systems convert radiation into
heat, the power can be dispatched by installing a thermal storage. As heat can better
be stored than electricity, this is a significant advantage of CSP compared to other
renewable energy systems.

The area of concentrated solar power can be divided into two basic approaches:
Line-focusing and point-focusing systems.

Line-focusing systems are namely parabolic trough (Figure 2b) or linear Fresnel
collectors (Figure 2a) with one single tracking axis. Here, the radiation is focused on
an absorber tube where some heat transfer fluid (HTF) absorbs the incident power.

Examples for point-focusing systems are the solar dish, a single construction includ-
ing the reflecting mirror and an absorber (Figure 2c), and solar tower systems, also
called central receiver system (Figure 2d). Here, reflector and absorber are separated.
The reflector is a large array of mirrors set up on a field around a central tower that
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(a) Linear Fresnel collector [46] (b) Parabolic Trough collector [23]

(c) Solar Dish [22] (d) Solar Tower [23]

Figure 2: Examples of CSP Systems.

has the receiver on top. The reflectors of point-focusing systems track the sun with
two axes.

We focus our work on solar tower systems. In comparison with the other previously
described systems, solar towers can obtain higher temperatures than it is possible with
line-focusing systems. Furthermore, solar towers are scalable: Power outputs in the
magnitude of 100 kW (Helio100, South Africa) and 370 MW (Ivanpah, USA) can be
reached. The components of a solar tower power plant are shown in Figure 3.

In this work, a techno-economic model for use in solar tower power plant design
optimization is developed. Since this model needs to be evaluated frequently during
an optimization process, it needs to be efficient while still resulting in reliable results.
Different optimization approaches are discussed in Section 2.3.

In the following sections, models for the performance evaluation of solar tower power
plants are presented. These are the heliostat field model in Section 2 computing the
optical energy reaching the central receiver, a thermal receiver model in Section 3
converting the optical power into thermal power of a heat transfer fluid (HTF). Sec-
tion 4 then describes the thermal storage system, followed by the description of the
power block in Section 5 which corresponds to the power block of a conventional ther-
mal power plant. In Section 6, a model for the economic evaluation of the plant is

2
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Figure 3: Overview of a solar tower power plant [48].

presented. The models are validated and discussed in Section 7.
The software developed in the course of this work is based on the ray tracer Sun-

Flower [50] that is developed at the institution of the author.
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2 Heliostat Field

The largest component of a solar tower power plant is the mirror field. Hundreds
to thousands of sun-tracking mirrors, the so-called heliostats, are placed on a field.
They collect the incoming solar radiation by aligning according to the current sun
position. In this Section, the optical performance model of SunFlower will be described.
Additionally, a new approach for the efficient ray generation on triangular heliostat
facets is presented. When modeling the performance of the heliostat field, several
loss factors need to be considered. These are discussed in Section 2.2. At the end of
this Section, methods for optimizing the optical performance of heliostat fields will be
discussed (→ 2.3).

2.1 Heliostat Geometry

Heliostats typically consist of several individual facets, the actual mirrors, that are
mounted onto the heliostat scaffold. When aligning the heliostat with the sun, the
facets stay fixed on the heliostat while the whole scaffold is rotated. Facets can be
slightly tilted so that they form a curvature, the so-called canting. There is on-axis
canting where the facets form the center of a symmetric paraboloid (the heliostat center
is on the paraboloid axis), and off-axis canting where the facets describe a piece of a
paraboloid that is off the paraboloid axis [see 48]. In addition to facet canting, the
facets can also be curved with a given focal length.

Facets can be rectangular or triangular. This allows the simulation of most heliostat
fields including those using the pentagonal Stellio Heliostat [6] that consists of ten
triangular facets (see Figure 4b). Since typically rectangular facets are used, the use
of triangular facets brings new challenges into the modeling and simulation of the
heliostat field performance, see Section 2.2.4. As the Stellio heliostat seems to be
very promising concerning its reduced blocking and shading effects [3], and its aiming
quality [6], these challenges are undertaken in this work.

Usually, each heliostat has its own foundation. However, there are also approaches
of clustering heliostats on a common pod (Figure 4d), so that the foundation costs are
decreased [36]. Different types of heliostats are shown in Figure 4.

2.2 Optical Performance Computation

The efficiency of the heliostat field is defined as the fraction of the actual received
radiation at the receiver over the incoming radiation that could possibly be collected
by the heliostats, i.e., DNI × total mirror area. In the SunFlower simulation, the
efficiency is broken up into several sub-efficiencies: Cosine, blocking, shading, spillage,
reflectivity, and atmospheric attenuation. This can be expressed as

ηfield = ηcos · ηblocking · ηshading · ηspillage · ηref · ηaa (2.1)

4



(a) PS10 Heliostats [1] (b) Stellio Heliostat [54]

(c) THEMIS Heliostat [14] (d) Helio100 Heliostat Pod [19]

Figure 4: Examples of heliostat geometries that can be modeled in SunFlower.

with averaged efficiencies

η =

Nheliostats∑

i=0

ηi. (2.2)

The optical efficiencies are described in [49] and will be reconstructed here, together
with a description of how the loss evaluations are implemented in the SunFlower code.
Shading, blocking and spillage require ray tracing and are, therefore, preceded by the
subsection about ray generation.

2.2.1 Cosine Effect

When tracking the sun, the heliostats are never aligned directly towards the sun.
Therefore, the effective area of the heliostat is reduced by the cosine of the angle α
between heliostat normal ni and sun direction vector dsun

ηcos,i = dsun · ni = cos (α). (2.3)

This optical loss is, hence, called cosine effect.
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2.2.2 Reflectivity

Even the best mirrors can only reflect a fraction of the incident light. The reflectivity
value is typically between 85 and 97 % and can depend on the incident angle [72].
Additionally, the reflectivity is decreased due to soiling of the mirror surface [45].

ηref,i = ρ(α) · fsoil. (2.4)

2.2.3 Atmospheric Attenuation

The attenuation due to the atmosphere is a function of the distance di between heliostat
and receiver:

ηaa,i =

{
0.993 21− 1.176 · 10−4 di + 1.97 · 10−8 d2i for di ≤ 1000 m

exp (−1.106 · 10−4 di) for di > 1000 m
(2.5)

The equation is taken from Schmitz et al. [55].

2.2.4 Ray Generation on Heliostat Facets

The ray tracing can be seen as an integration of the ray power over the facet area.
Therefore, two-dimensional quadrature is used in SunFlower to generate rays on the
facet surface. These rays are then grasped as representatives for a certain area of
which the size is given by the quadrature weights.

Since for this work also triangular heliostat facets were implemented, a quadrature
method for triangular domains is presented in this section.

Rectangular Heliostat Facets For the ray distribution on rectangular heliostat facets,
the two-dimensional Gauss-Legendre quadrature rule is used, which has the advantage
of a higher resolution near the facets’ edges where most shading and blocking effects
occur.

Quadrature in general is a numerical approximation of an integral by a sum of
weighted function evaluations:

b∫

a

f(x) dx ≈ (b− a)
N∑

i=1

wif(xi). (2.6)

For Gaussian quadrature, the evaluation points xi correspond to the roots of orthogo-
nal polynomials. The Gaussian weights wi are strictly positive which results in higher
stability compared to other quadrature formulas [16]. The most common Gaussian
quadrature is the Gauss-Legendre quadrature which is associated with Legendre poly-
nomials. Gaussian quadrature rules of order N are exact for polynomials of degree up
to 2N + 1 [16].

6



0 0.5 1
0

0.5

1

(a) Order 1

0 0.5 1
0

0.5

1

(b) Order 2

0 0.5 1
0

0.5

1

(c) Order 5

0 0.5 1
0

0.5

1

(d) Order 8

Figure 5: Gaussian quadrature points on the unit square.

A two-dimensional Gaussian quadrature rule can be created from two one-dimensional
rules by simple chaining.

yub∫

ylb

xub∫

xlb

f(x, y) dx dy ≈
yub∫

ylb

(xub − xlb)
Nx∑

i=1

wif(xi, y) dy

= (xub − xlb)
Nx∑

i=1

wi

yub∫

ylb

f(xi, y) dy

≈ (xub − xlb)(yub − ylb)
Nx∑

i=1

Ny∑

j=1

wiωj︸︷︷︸
ŵi,j

f(xi, yj)

(2.7)

The points of 2D tensorized Gauss-Legendre quadrature rules of different orders are
shown in Figure 5.

Triangular Heliostat Facets For triangular domains, the intuitively chained two-
dimensional quadrature as shown in (2.7) cannot simply be applied. The points could
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be transformed from a rectangular to a triangular domain, but as pointed out by
Deng [17], a larger number of points is required for higher orders and the points are
then distributed unsymmetrically.

Symmetrical quadrature formulas for triangles can be constructed, see e.g., [17, 21,
30, 39, 64, 67]. Here, we will discuss the approach of Dunavant [21] as it is the classical
approach for triangular Gaussian quadrature. It is based on the idea of Lyness and
Jespersen [39] applied to the unit triangle T2 (Figure 6a) with

T2 = {(ξ, η) | 0 ≤ ξ, η, ξ + η ≤ 1}. (2.8)

A quadrature rule that is exact for polynomials of degree p shall be constructed, i.e.,

∫

T2

f(x, y) dx dy
!

= |T2|
= 1

2

N∑

i=1

wif(xi, yi) for all f(x, y) ∈ Pp(x, y) (2.9)

with
Pp(ξ, η) = span

{
ξiηj | 0 ≤ i, j, i+ j ≤ p

}
. (2.10)

Substituting the polynomial definition into Equation (2.9) and applying the identity
(2.11) as given by Stroud and Secrest [64],

∫

T2

xiyj dx dy =
i! j!

(i+ j + 2)!
(2.11)

we can set up a system of nonlinear moment equations from the basis of Pp(x, y):

1 :
1

2
=

1

2

N∑

i=0

wi (2.12a)

x :
1

6
=

1

2

N∑

i=0

wixi (2.12b)

y :
1

6
=

1

2

N∑

i=0

wiyi (2.12c)

x2 :
1

12
=

1

2

N∑

i=0

wix
2
i (2.12d)

xy :
1

24
=

1

2

N∑

i=0

wixiyi (2.12e)

y2 :
1

12
=

1

2

N∑

i=0

wiy
2
i (2.12f)

...
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Figure 6: Triangles on the base of which the symmetrical triangle quadrature rules are
developed.

For a first order quadrature method (p = 1), only Equations (2.12a) to (2.12c) are
relevant. The solution of the (sub-)system is then obviously given with N = 1 and

w1 = 1, x1 = y1 =
1

3
,

see Figure 7a.
For a second order method, Equations (2.12a) to (2.12f) need to be considered. For

orders p ≥ 2, the system of equations is not independent and, thus, hard to solve.
Dunavant [21] provides an equation for the number of independent equations m:

m =
(p+ 3)2 + αp

12
(2.13)

where

αp =





3 p = 0

−4 p ∈ {1, 5}
−1 p ∈ {2, 4}
0 p = 3

αp−6 p ≥ 6

(2.14)

Instead of reducing the system of equations (2.12), Dunavant [21] as well as Lyness and
Jespersen [39] propose working on an equilateral triangle / which has the unit circle as
its circumcircle, see Figure 6b. The problem is then solved in polar coordinates (r, θ)
with

x = r cos (θ) and y = r sin (θ)

9



and makes use of the symmetry of the triangle. This approach has the advantage of
directly resulting in a system of m independent moment equations. The method of
Lyness and Jespersen [39] will be briefly reproduced in the following.

Writing the monomial xiyj with i+ j = q in polar coordinates gives

xiyj = xq−jyj = rq cos (θ)q−j sin (θ)j

= rq
(
eiθ + e−iθ

2

)q−j(
eiθ − e−iθ

2i

)j

=
rq

2q
1

ij
(
eiθ + e−iθ

)q−j(
eiθ − e−iθ

)j
,

(2.15)

a linear combination of the polynomials

rqepiθ with p = −q,−q + 2,−q + 4, . . . , q − 2, q. (2.16)

A set of polar moment equations

νq,p =
1

A

∫

/

w(r, θ) rqepiθ r dr dθ (2.17)

is set up according to the system (2.12) with

A =

∫

/

w(r, θ) r dr dθ . (2.18)

Using the triangle symmetry in the system of moment equations, a set ofm independent
nonlinear equations can be obtained. Since solving systems of nonlinear equations is
fairly costly and results strongly depend on the initial guess, the method was not
implemented during this work. Instead, an open source library was integrated [10].
The points of triangular Dunavant Gauss quadrature rules on the unit triangle T2 are
shown in Figure 7 for different orders.

Now, the ray generation points on the facets can be computed so we can look at the
optical loss factors of a heliostat field that requires ray tracing.

2.2.5 Shading and Blocking

The effect of an object (e.g., heliostat or tower) standing between a heliostat and the
sun is called shading. A heliostat can be fully shaded or by an arbitrary fraction. If
the sunlight reflected by the heliostat doesn’t reach the receiver because of another
heliostat standing in-between, this is called blocking. See Figure 8 for clarification.

For an efficient computation of the blocking (shading) efficiencies, a hierarchical
approach is used [7, 50]. As a first step, the possibly blocking (shading) heliostats
are preselected using a bitboard-like data structure (Figure 9). In a second step, the
three-dimensional distance between the path of the light and the possibly blocking
(shading) heliostats is checked so that further heliostats can be dropped from the

10
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Figure 7: Gaussian quadrature points on the unit triangle.

preselection. The same is done for each facet before the actual blocking (shading)
fraction is evaluated by ray tracing. The steps are visualized in Figure 10. Since the
efficiencies of blocking and shading are obtained by ray tracing, there is no explicit
formula given for ηblocking,i and ηshading,i.

2.2.6 Spillage

The spillage loss (1− ηspillage,i) is the part of the reflected radiation that doesn’t hit
the receiver. In the computation of these losses, the optical errors and uncertainties
need to be considered: These are the sun shape, the tracking errors of both heliostat
rotation axes, the slope error. In SunFlower, these errors are combined to one single
cumulative error distribution.

The optical simulation of the heliostat field in the SunFlower software has four differ-
ent approaches implemented which are further described in Richter et al. [50]. Here is
a short summary:
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Figure 8: Blocking effects in the Crescent Dunes Plant, Nevada (USA) [61].

Figure 9: Bitboard-like structure for fast shading and blocking preselection [cf. 48].

Monte-Carlo ray tracing The idea of Monte-Carlo ray tracing is using large bulks of
rays with some randomized perturbations according to the optical errors. This means
that this approach is only exact for very large numbers of rays and a significant draw-
back is its indeterminism. Monte-Carlo ray tracing is used by most optical simulation
software, e.g., SolTrace [69, 70] or Tonatiuh [8, 11], as it is applicable to any geometry.
SolTrace additionally uses a randomized ray distribution on the heliostat facets. The
Monte-Carlo method converges with a rate of 1

2
[27].

Quasi-Monte-Carlo Method With the Quasi-Monte-Carlo approach the number of
required rays can be decreased compared to the classical Monte-Carlo ray tracing.
Here, a certain number of ray generation points is chosen and at each of these posi-
tions several differently perturbed rays are generated pseudo-randomly using a Sobol
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(a) Check Heliostat

(b) Check Facets

(c) Ray Tracing

Figure 10: Visualization of the hierarchical blocking computation [31].
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sequence. The convergence rate can be improved to almost 1 [27].

Convolution Method With this approach, even fewer rays are generated where each
ray is a representative for a certain area of the heliostat facet. Optical errors are
taken into account analytically. This allows a much faster computation of the received
optical power due to the heavily reduced number of traced rays. This method is an
advancement of the method presented by Noone et al. [42].

Area Convolution The heliostat facets are divided into several areas that are assumed
to be locally flat. Using convolution, these locally flat areas can be projected onto the
receiver surface so that the receiver power can be computed analytically exact. [31, 50]

2.3 Heliostat Field Optimization Strategies

Due to its size and complexity, the heliostat field offers several different approaches
of optimizing the costs and the optical performance. In this short summary, we will
skip the single heliostat design optimization that reduces optical tracking errors or the
heliostat production costs. Instead, the focus will be on the overall heliostat field. Here,
the largest area is the heliostat field layout optimization. The aim is the minimization
of cosine, shading and blocking losses with considering the feasibility and practicability.
The different field layout optimization approaches can roughly be categorized into field
growth methods, pattern-based methods, and free variable methods.

In field growth methods, the heliostats are added one by one at optimal positions
with considering (but without changing) the previously added heliostats. This method
can’t be parallelized because the heliostat positioning in each step highly depends on
the preceding steps. However, field growth methods can be used if the desired power
is provided instead of the desired number of heliostats as the algorithm can terminate
as soon as the desired power output is reached. Implementations of this method are,
e.g., given by [18, 52].

Pattern-based methods only allow feasible field layouts. A predefined pattern is
optimized using few parameters compared to each separate position. This makes the
pattern-based approach relatively fast. Due to its strong restriction, this method will
never obtain a better result than an optimization of each heliostat’s position. On the
other hand, it can easily be parallelized and the result is usually directly feasible. The
most common pattern is the radially staggered grid, see Figures 11a to 11d. Noone
et al. [42] propose using a biomimetic layout. Other pattern are possible, e.g., rows
(see Figure 11e) or hexagonal patterns [3].

Free variable methods optimize all heliostat positions at the same time. This makes
finding a global optimum possible (though very unlikely). Since the parameter space
is huge with two parameters per heliostat and hundreds to thousands of heliostats,
typically heuristic methods are used, e.g., genetic/evolutionary algorithms [49]. For a
local search, e.g., as a post-processing step or in multi-step optimization approaches,
gradient based methods are used [38].
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Clustering heliostats into fixed groups on a common pod structure as described in
Section 2.1 brings a special challenge to the heliostat field layout optimization [19].

Aiming strategy optimization is a way of optimizing the performance of heliostat
fields that is closely related to the receiver performance. All heliostats aiming to one
single point on the receiver surface would cause the receiver material to melt. Hence, an
aiming strategy is not only used for increasing the plant efficiency but it is indispensable
in a solar tower power plant. For an optimal efficiency, the flux distribution on the
receiver surface needs consider the receiver geometry and operational state. This will
be discussed in Section 7.2. Aiming strategies are handled by several works including [4,
25].

A very new approach of optimizing the costs of the heliostat field is the optimization
of the cable routing between the heliostats. Here, different cable types are considered,
namely data and power cables. An optimized routing can reduce the cabling cost
significantly [43].
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(a) Gemasolar, Spain (b) Crescent Dunes, USA

(c) PS20 and PS10, Spain

(d) Khi Solar One, South Africa (e) Jülich Solar Tower, Germany

Figure 11: Satellite Photos of Heliostat Field Layouts [29].

16



3 Thermal Receiver

The receiver on top of the solar tower is the device that collects the concentrated
solar radiation of the heliostat field. It is the first component in a solar tower power
plant that converts energy from one form into another, namely radiant energy into
thermal energy, i.e., inner energy of a heat transfer medium. There are very different
approaches of receiver designs. Furthermore, different heat transfer media are used,
e.g., ambient air [32], pressurized air [37], water/steam [24], particles [51], or molten
salt [35]. In this work, we will only consider receivers that use molten salt as a heat
transfer medium, in the following called HTF.

There are mainly three different receiver geometries used in practice. These are the
flat (tilted), cylindrical cavity, and cylindrical external receivers (see Figure 12). Flat
and cavity receivers are used for northern or southern fields, e.g., PS10 in Southern
Spain [44] or the Jülich Solar Tower in Germany [32]. For heliostat fields all around
the tower (see Figures 11a and 11b), generally cylindrical external receivers are used,
e.g., Gemasolar [9]. This is the type of receiver, we will focus on in this work.

(a) (b) (c)

Figure 12: Different solar receiver geometries: (a) Flat tilted receiver of the Helio100
test facility in South Africa [62]. (b) Cavity Receiver as used in the PS10
power plant in Southern Spain [15]. (c) Cylindrical external receiver of the
Crescent Dunes Plant in Nevada, USA [68].

In the following, a thermal model for external cylindrical molten salt receivers will be
described in detail. Since the target of the model is the analysis of a solar tower power
plant for use in plant optimization, the thermal receiver model shall be kept as simple
as possible. The desired output is the overall thermal power output depending on
the incident radiation. We will start with a general non-simplified model description,
discuss simplifications and according assumptions which then lead to the simplified
model.

3.1 Receiver Geometry

As mentioned above, the receiver considered in this work is a cylindrical external
receiver with molten salt as a heat transfer medium. We will stay with the geometry
description of the Solar One and Solar Two receiver design as provided by Pacheco
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et al. [45] and Wagner [66]. The (approximately) cylindrical receiver consists of several
rectangular panels of full receiver height. Each panel is made up of multiple vertical
parallel tubes, see Figure 13. The HTF flows either upwards or downwards through the
tubes of a panel. The flow direction alternates panel-wise. According to Wagner [66],
different possible flow patterns are implemented into the model. However, in this
work only the flow pattern of the Solar Two receiver will be used [see 66, Figure
20]: There are two separate HTF flows entering the two northernmost receiver panels,
passing through the neighboring panels up to the westernmost and easternmost panels,
respectively. Then the flows change from west to east, and vice-versa, and continue
flowing southwards through their neighboring panels until they reach the southernmost
panels where they are expected to have reached the desired output temperature and
leave the receiver system.

The number of tubes per panel is not explicitly stated. Instead it can be computed
from the known diameters of the full cylinder and the tubes, respectively. The following
equation can be used for this:

Ntubes/panel =

⌊
π ·Drec

Dtube,outer ·Npanels

⌉
(3.1)

where b·e is the nearest integer function defined as

bxe := b|x|+ 0.5c · sgnx. (3.2)

The position of each tube is specified through its azimuth angle ϕ. The azimuth is
defined to be 0 in Southern direction and measured counter-clockwise, i.e., ϕ = 90° is
the eastern direction.

3.2 General Thermal Model Description

The mathematical equations for describing the flow through, the flow around, and the
temperature distribution inside the receiver are described here, following the descrip-
tion by Garbrecht [26, Chapter 2]. The air flow around the receiver, as well as the flow
of the HTF through the receiver tubes, is described by the Navier-Stokes equations
(3.3) for mass, momentum and energy

∂ρ

∂t
+∇ · (ρv) = 0 (3.3a)

∂(ρv)

∂t
+∇ · (ρvv) = −∇p+∇ · (µτ ) + ρg (3.3b)

∂(ρe)

∂t
+∇ · (ρev) = −∇ · (pv) +∇ · (k∇T ) (3.3c)

valid in the corresponding domains Ωair and Ωhtf . We have the stress tensor

τ =

(
∇v + (∇v)T − 2

3
I(∇ · v)

)
(3.4)
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Figure 13: Schematic view of the Solar One receiver [63].

where I denotes the identity matrix, and the gravity vector

g = (0 0 − g)T. (3.5)

The temperature distribution inside the receiver tube walls can be modeled by a
conservation equation for the enthalpy:

∂ρh

∂t
=∇ · (k∇T ) + S (3.6)

valid in Ωwall. Here, S is a representative for sources and sinks that includes the
incident radiation and the energy loss due to radiation.

The three separate systems need to be coupled by boundary conditions, such as
equality of temperature and heat flux on the boundaries of neighboring domains
Γhtf,wall and Γwall,air (see Figure 14).

3.3 Assumptions for the Simplified Model

As mentioned in the introduction of this section, we don’t want to model the receiver
in detail: We are only interested in the thermal energy output based on the incident
radiation. The actual flow distributions of the surrounding air and the HTF are not
of interest for the techno-economic assessment.

For the simple model that is required we also don’t need any time dependencies.
Startup and Shutdown processes won’t be modeled here as we are considering a steady
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Figure 14: Measurements and coordinate system of a receiver tube (cross sectional
view).

state at each point in time. Even for cloud passages, the changes in the received
radiation are assumed to be small enough for the steady state assumption to be valid.

Since we are assuming steady state, the tubes already have reached their temperature
so that the full power going into the receiver system is absorbed by the HTF. For the
same reason the heat conduction inside the tubes as well as between neighboring tubes
is neglected.

The receiver will be discretized in so-called pieces for the actual computation (see Sec-
tion 3.5). In each of those pieces, the characteristic quantities (e.g., the surface tem-
perature) are averaged.

3.4 Simplified Receiver Model

The simplified receiver model, as proposed by Wagner [66] in 2008 and still used in the
System Advisor Model (SAM) [41], assumes the HTF to absorb the whole power of the
receiver system, see above. With this assumption, the energy balance (3.7) applies.

Q̇htf = Q̇inc −
(
Q̇ref + Q̇rad + Q̇conv

)
(3.7)

In the following, we will call heat flows of the whole system Q̇ and the heat flows of
any subsystem, i.e., a piece of the receiver, q̇. This results in Q̇ being the sum of all q̇i.
Length-related quantities will be marked with a prime, area-related quantities with a
double prime (e.g., q̇′′inc [Wm−2] is the area-related incident radiation, also called flux).
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Models for the incident radiation and heat losses are presented in Sections 3.4.1
to 3.4.4. The models are valid for an arbitrary piece of the receiver with area A. The
method of discretizing the receiver surface is described in Section 3.5.

3.4.1 Incident Radiation

The incident radiation of the receiver is obtained by the flux map that previously needs
to be computed by a ray tracer. Ambient radiation is not considered here as it is much
smaller than the concentrated direct radiation from the heliostat field. However, it will
be considered in the computation of radiation losses (→ 3.4.3).

The receiver flux map is defined as

q̇′′inc = q̇′′inc(x, ϕ). (3.8)

The flux of a receiver piece (one cell in a receiver discretization) is then obtained by
integrating the flux map over the corresponding area:

q̇inc =

∫

δϕ

∫

δx

q̇′′inc(x, ϕ)dxdϕ. (3.9)

3.4.2 Reflection

The receiver cannot absorb the full incident power. There are fractions for absorptiv-
ity α, reflectivity ρ and transmissivity τ that sum up to 1 [34]. Since the solar tower
receiver is opaque, the transmissivity τ is 0, so ρ = 1 − α. In the following, we will
drop the symbols ρ and τ and express the reflectivity in terms of α.

Heat loss due to reflection at each position of the receiver surface is simply described
by

q̇ref = (1− α) · q̇inc. (3.10)

The local energy balance can be simplified from

q̇htf = q̇inc − (q̇ref + q̇rad + q̇conv) (3.11a)

to
q̇htf = α q̇inc − (q̇rad + q̇conv). (3.11b)

When using a non-gray, or selective, surface material, the absorptivity is wavelength
dependent, and should be considered in the notation. Here, λsun is used representative
for the solar spectrum on the surface of the earth.

q̇ref = (1− α(λsun)) · q̇inc. (3.12)
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3.4.3 Radiation

The hot receiver surface emits radiation to the environment which depends on the
temperature of the surface and its emissivity ε. For the emissivity, Kirchhoff’s law
(3.13) applies: This means that for each wavelength of light, the emissivity corresponds
to the absorptivity [34].

ε(λ) = α(λ) (3.13)

Since the temperature of the environment is not zero, this needs to be considered.
It is assumed that the environment is equally divided by the horizon. Below the
horizon, the environment has the ambient temperature Tamb, while for the upper half,
i.e., the sky, the temperature is determined using Equation (3.14) given by Duffie and
Beckman [20]. [66]

Tsky = Tamb

(
0.711 + 0.0056 (Tdp − 273.15) + 0.000073 (Tdp − 273.15)2

+ 0.013 cos

(
π

(
180− h · 15

180

)))1/4

(3.14)

Here, the temperatures Tsky, Tamb, and Tdp are given in Kelvin. Tdp is the ambient dew
point temperature, h denotes the solar time in hours which is 0 at solar noon, negative
in the morning, and positive in the afternoon.

The radiation towards the sky is computed as

q̇rad,sky =
1

2
σ εA

(
T 4
w − T 4

sky

)
, (3.15)

where 1
2

is the view factor, i.e., half the radiation from the receiver surface is in
the direction of the sky, see above. σ denotes the Stefan-Boltzmann constant with
σ = 5.67 · 10−8 Wm−2 K−4. This can also be expressed in terms of a heat transfer
coefficient:

q̇rad,sky =
1

2
hrad,sky A (Tw − Tsky)

with hrad,sky = σ ε
(
T 2
w + T 2

sky

)
(Tw + Tsky)

(3.16)

The same equations apply for the radiation towards the ground:

q̇rad,amb =
1

2
σ εA

(
T 4
w − T 4

amb

)

=
1

2
hrad,ambA (Tw − Tamb)

with hrad,amb = σ ε
(
T 2
w + T 2

amb

)
(Tw + Tamb)

(3.17)

The full radiation loss is then simply the sum of both [66], i.e.,

q̇rad = q̇rad,sky + q̇rad,amb. (3.18)

For minimizing heat loss due to radiation, it is advantageous to use selective mate-
rials, as mentioned previously, so that absorptivity (and emissivity at the same time)
is large in the wave length range of the sun’s radiation while emissivity is low in the
range of wavelengths that are emitted at typical receiver surface temperatures.
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3.4.4 Convection

Convection is the dissipation of heat through moving fluids (in our case air). It can be
divided into natural and forced convection. Forced convection is due to a flowing fluid
while natural convection depends on gravity and thermal buoyancy, or uplift.

Convection in general can be computed similar to Fourier’s law of heat conduction
as a product of heat transfer coefficient, surface area and temperature difference:

Q̇conv = hconv A (Tw − Tfilm). (3.19)

The film temperature used here is the average temperature of receiver surface and free
stream, see Equation (3.20).

In the following, the separate computation of forced and natural convection coef-
ficients is discussed, followed by the combination of both into a mixed convection
coefficient.

Tfilm =
Tw + Tamb

2
(3.20)

Forced Convection The forced convection coefficient hconv,for depends heavily on the
wind velocity vwind and thus also on the value of the Reynolds number Reconv,for given
by Equation (3.21) [58], see Figure 15. Here, ρfilm and µfilm are the density and the
dynamic viscosity of air at film temperature Tfilm, respectively,

Reconv,for = ρfilmvwind
Drec

µfilm
. (3.21)

The Reynolds number can now be used to compute the Nusselt number which corre-
sponds to the amplification of the heat loss due to convection compared to basic heat
conduction. For this, we use equation (3.23) developed by Siebers and Kraabel [58].
The symbol ks is the roughness of the receiver surface. Siebers and Kraabel [58] rec-
ommend using the receiver tube radius as a value for ks so that we have

ks
Drec

=
Dtube

2Drec

. (3.22)

ks/Drec = 0 (a smooth cylinder)

(all Re) Nu = 0.3 + 0.488 · Re0.5

(
1 +

(
Re

282000

)0.625
)0.8

(3.23a)

ks/Drec = 75 · 10−5

(Re ≤ 7 · 105) use smooth cylinder correlation (3.23a)

(7 · 105 < Re < 2.2 · 107) Nu = 2.57 · 10−3 · Re0.98 (3.23b)
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(Re ≥ 2.2 · 107) Nu = 0.0455 · Re0.81 (3.23c)

ks/Drec = 300 · 10−5

(Re ≤ 1.8 · 105) use smooth cylinder correlation (3.23a)

(1.8 · 105 < Re < 4 · 106) Nu = 0.0135 · Re0.89 (3.23d)

(Re ≥ 4 · 106) Nu = 0.0455 · Re0.81 (3.23c)

ks/Drec = 900 · 10−5

(Re ≤ 1.0 · 105) use smooth cylinder correlation (3.23a)

(Re > 1.0 · 105) Nu = 0.0455 · Re0.81 (3.23c)

The heat transfer coefficient for forced convection is then

hconv,for = Nuconv,for
kfilm
Drec

(3.24)

with kfilm the conductivity of air at film temperature Tfilm.
Although the correlation developed by Siebers and Kraabel is more than 30 years old

at the date of the publication of this work, there is still no other simple correlation for
forced or even mixed convection. There are several projects computing the convection
losses of solar receivers [see e.g., 12, 26, 65, 73]. However, almost none of them considers
surface roughness. The study of Garbrecht [26] considers surface roughness in a mixed
convection computational fluid dynamics (CFD) simulation, but since the problem is
very complex, the geometry was simplified to a flat plate in parallel flow situation
which still resulted in a huge computational effort. Uhlig et al. [65] showed that the
relative error of the receiver efficiency computed with the correlation of Siebers and
Kraabel [58] doesn’t exceed 0.5 %.

Figure 15 shows the Nusselt number for forced convection Nuconv,for as a function of
the Reynolds number Reconv,for. The correlation by Siebers and Kraabel is compared
to those by Hilpert [33], Churchill and Bernstein [13], and Whitaker [71]. It can be seen
that the Nusselt number, and therewith the convective heat loss, is much higher using
the correlation (3.23) which is the only correlation considering surface roughness, than
using the other correlations from literature. For generating Figure 15, the following
parameters were used: Twall = 837 K, Tamb = 293 K, pamb = 1 · 105 Pa, Drec = 8.15 m,
Dtube = 25 mm.

The correlation of Hilpert is only defined for small values of Reconv,for. The discon-
tinuities in the Siebers and Kraabel model come from the case distinction in Equa-
tion (3.23).

Natural Convection The cylindrical receiver can be assumed as a flat plate for the
computation of a natural convection coefficient [58]. After Kneer [34], this assumption
is valid if the receiver diameter is much greater than the maximal thickness of the
boundary layer developed by natural convection. The rule of thumb Drec

hrec
> 35·Gr

−1/4
conv,nat
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Figure 15: Nusselt number for forced convection at different Reynolds numbers [cf. 66].

is given with the Grashof number Grconv,nat from Equation (3.25) [58]. This inequality
is fulfilled for receivers similar to the Solar Two receiver. With the Grashof number,
the Nusselt number for natural convection can be computed using correlation (3.26),
which was developed by Siebers et al. [59] by fitting experimental data. Equation (3.27)
for the natural convection coefficient corresponds to Equation (3.24).

Grconv,nat = gβamb (Tw − Tamb)
h3rec
ν2amb

(3.25)

Nuconv,nat = 0.098 ·Gr
1/3
conv,nat

(
Tw
Tamb

)−0.14
(3.26)

hconv,nat = Nuconv,nat
kfilm
hrec

(3.27)

Mixed Convection Mixed convection is a topic of current research as it is not fully
understood yet and very costly to simulate, especially when considering turbulence
and surface roughness [26]. In this work, we will consider the same simplified relation
as Wagner [66] for getting a mixed convection coefficient from the previously obtained
coefficients for only-forced and only-natural convection. The correlation (3.28) is taken
from Siebers and Kraabel [58] who also recommend using a = 3.2 for the exponent.

hconv,mixed =
(
haconv,for + haconv,nat

)1/a
. (3.28)
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Wall Temperature The wall surface temperature Tw that is used for the loss cal-
culations above is computed from the heat conductivity of the tube material and the
convection effects of the HTF flow inside the tube. This is expressed by two different
thermal resistances Rwall and Rconv,inner. The thermal resistance over the tube wall
Rwall describes the restriction of heat flow through the receiver tube wall due to the
conductivity. It is defined as [34]

Rwall =
ln
(

Dtube

Dtube,inner

)

2π kwall ∆z
(3.29)

with the conductivity kwall evaluated at the average wall temperature (not Tw!).
The convective thermal resistance is given by Equation (3.30) [66] with the con-

vection coefficient hconf,inner as computed before, see Equation (3.31). The Nusselt
number for turbulent flows through pipes is then given by Equation (3.32) [28]. ξ is
the drag coefficient. It is defined in Petukhov [47] and Gnielinski [28] depending on
the relative roughness of the inner tube wall ε

Dtube,inner
with the absolute roughness

explicitly stated in Equation (3.34), see also [41].

Rconv,inner =
2

π hconv,innerDtube,inner ∆z
(3.30)

hconv,inner = Nuconv,inner
khtf

Dtube,inner

(3.31)

Nuconv,inner =
(ξ/8) (Reinner − 1000) Prinner

1 + 12.7
√
ξ/8

(
Pr

2/3
inner − 1

)
(

1 +

(
Dtube,inner

hrec

)0.7
)

(3.32)

Prconv,inner =
ηhtf cp,htf
khtf

(3.33)

ε

Dtube,inner

=
1.5 · 10−3 mm

Dtube,inner

(3.34)

With Rwall and Rconv,inner given, the wall surface temperature can be computed using
the following equation [34, 66]:

Tw = Thtf + ṁhtf · cp,htf ·∆Thtf︸ ︷︷ ︸
=q̇htf

·(Rwall +Rconv,inner). (3.35)

3.5 Implementation

The thermal receiver model was implemented in C++ during the course of this work.
In the equations of the above model description, it is kept open on what surfaces the
losses are computed. This shall be handled here.

3.5.1 Discretization

As the receiver is made up of panels of full receiver height, the receiver can already
be seen as discretized in circumferential direction by design. In vertical direction, the
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receiver is discretized equidistantly into pieces that will also be called discretization cells
later on. Each cell has different state variables such as in- and outflow temperatures,
average temperature, surface temperature, and a local film temperature. The thermal
losses are then computed for each cell individually and the local energy balance (3.11)
is solved for each cell.

However, for the convection losses, massively simplified models are used, and the
cylindrical receiver must be considered as a whole in these models, convection coeffi-
cients aren’t computed piece-wise. For forced convection, the whole receiver is aver-
aged in order to find the overall forced convection loss. Natural convection happens
in vertical direction and depends on the size of the considered area, so also here, the
losses can’t be computed for each cell individually. The surface temperatures are, thus,
averaged for each panel of the receiver.

The receiver pieces are coupled according to the flow pattern. This means that
the inflow temperature of each piece corresponds to the outflow temperature of the
previous receiver piece. The first piece is, obviously, entered by cold salt while the
outflow of the last piece has the desired receiver output temperature.

3.5.2 Iteration

The receiver model as it is described above, is an implicit problem: The losses depend
on the surface temperature which again depends on the absorbed power depending on
the losses. Hence, the model equations can hardly be solved analytically. An iteration
updates the different model quantities until the computed hot salt temperature corre-
sponds to the desired reference hot salt temperature. If the iteration doesn’t converge,
there is a maximal number of iterations.
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4 Thermal Storage

Modern solar tower power plants usually have a thermal storage system, or thermal
energy storage (TES). The hot molten salt that is used as a HTF in the receiver
system can perfectly be stored, so electricity can be generated whenever it is required,
not only during day time. The TES is, therefore, the significant advantage of solar
thermal energy systems compared to photovoltaics (PV). It makes solar thermal energy
plants capable for the base load and, at the same time, allows covering peaks in the
electricity demand.

According to the different approaches of receiver designs and the use of different heat
transfer media, there are also different TES concepts. For example, for air receivers,
the heat might be stored in a rock bed storage as described by Allen et al. [2]. For the
use with particle receiver, the hot particles can be stored directly without the need of
another heat exchanger [51] as it is required for air receivers. In general, the storage
medium needs to have a high heat capacity which is the case for particles as well as
for molten salt.

In this work, there is no actual model of the storage system. Instead, it is assumed
that there is enough storage capacity such that electricity can be generated at the times
with the highest electricity need, i.e., at the times with the highest reimbursement
(tariff of electricity (ToE)).

Figure 16 shows a photo of an installed thermal storage system at the Valle 1/Valle
2 parabolic trough plant in Southern Spain.

Figure 16: Photo of a thermal energy storage system [57].

28



5 Power Block

The power block, also called power conversion unit (PCU), comprises the components
of a conventional thermal power plant. The model contains steam generator, turbine,
generator, and the cooling system. Since all these components work together as a
whole, we model the power block using a simple lookup table:

From knowing the load and the ambient temperature, the efficiency of the power
block ηpcu can be looked up and interpolated from the given values. The ambient
temperature is, depending on the cooling system, either the dry-bulb temperature
or the wet-bulb temperature. Figure 17 shows the dependency of the power block
efficiency on the ambient temperature and the load of a 100 MWth dry-cooling system.
The data was provided by TSK Flagsol.
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Figure 17: Characteristic Diagram of a 100 MWth power conversion unit. The lines
represent the temperature-dependent efficiencies for different loads.

For the determination of the efficiency at any point, i.e., load-temperature pair, we
use bilinear interpolation:

ηpcu(l, T ) =
1

(l2 − l1)(T2 − T1)(
ηpcu(l1, T1) · (l2 − l)(T2 − T ) + ηpcu(l2, T1) · (l − l1)(T2 − T )

+ ηpcu(l1, T2) · (l2 − l)(T − T1) + ηpcu(l2, T2) · (l − l1)(T − T1)
)

(5.1)
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where l1 and T1 are the next lower values from l and T , respectively, available in the
table. l2 and T2 are analogously defined as the next higher values.

Figure 18 shows the bilinearly interpolated efficiencies for the values plotted in Fig-
ure 17.
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Figure 18: Efficiency of a 100 MWth power block depending on ambient dry-bulb tem-
perature and load.
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6 Economic Model

The costs of a solar tower plant are split into the investment costs, the so-called cap-
ital expenditure (CAPEX), and the running costs, so-called operational expenditure
(OPEX), that need to be paid for each year or each kWhel. The computation of both
CAPEX and OPEX is described in the following.

6.1 Investment Costs

Investment costs are those costs that are paid once. The total investment costs can be
summarized in the term capital expenditure (CAPEX).

CAPEX = Iland + Ihel + Itower + Irec + Istor + Ipcu (6.1)

The CAPEX is expressed in terms of [M$]. According to Augsburger [5] we will call
investment costs I and specific costs c.

Sections 6.1.1 to 6.1.2 present concepts that will be used in the calculation of in-
vestment costs. The investment costs mentioned in Equation (6.1) are described in
Sections 6.1.3 to 6.1.8.

6.1.1 Scaling Effects

When estimating the cost of a new project, experience from previous projects can be
employed. From existing projects of different scales, a scale factor s can be obtained
that can then be used to scale the costs of a reference project to the scale of the
considered project. Equation (6.2) from [53, Appendix B] holds.

cnew = cref ·
(
Anew
Aref

)s
(6.2)

with cnew, cref costs of the new project and the reference project, respectively, and A
the sizes of both projects. The scaling effect is visualized for different scale factors s
in Figure 19.

6.1.2 Volume Effect

Usually, production becomes cheaper with increasing quantities and increasing produc-
tion experience. This effect is called volume effect and can be modeled by the following
equation [53, Appendix B]:

cnew = cref · pr
log2

Vnew
Vref (6.3)

where pr is the so-called progress ratio, an estimate of the cost improvement when
doubling the production volume, cnew and cref denote the cost of the considered project
and the reference project, respectively, and V are the production volumes. For a short
deviation, we start with the definition of the progress ratio

pr =

(
cnew
cref

) 1
nd

(6.4)
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Figure 19: Visualization of the scaling effect for different scale factors.

with the number of doublings nd that can be expressed in terms of the production
volumes Vref and Vnew:

nd = log2

Vnew
Vref

. (6.5)

With plugging Equation (6.5) into Equation (6.4) and solving for cnew we obtain Equa-
tion (6.3). The volume effect can be used in combination with the scaling effect. A
visualization of the volume effect for different values of pr can be found in Figure 20.

Now, the basics are defined and we can look at the different components in detail.

6.1.3 Land

The investment costs for the land are divided into costs for the terrain itself and the
improvement of the terrain

Iland = Iterrain + Iimprov (6.6)

where Iterrain is computed from the cost per square meter and the area of the site

Iterrain = cterrainAterrain (6.7)

Iimprov = Iimprov,ref ·
(

Aterrain
Aterrain,ref

)simprov

(6.8)

Augsburger [5] provides values for the reference case and the scaling factor, see Table 3.

6.1.4 Heliostats

The investment costs for the heliostats are composed of several sub-costs: The di-
rect costs Ihel,dir including material and labor costs, the optical costs Ihel,optic that
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Figure 20: Visualization of the volume effect for different progress ratios.

take account of the heliostats’ slope, overhead costs Ihel,overhead for management and
engineering, and indirect costs Ihel,indir for additional tooling.

Ihel = Ihel,dir + Ihel,optic + Ihel,overhead + Ihel,indir (6.9)

Direct Costs The direct costs are again split up into sub-costs that are listed in
Table 1. For each of these sub-costs hel,dir,i scaling effect, volume effect, and price
index are taken into account. The price index pi describes the change in the price from
the date of the reference values to the date of the computation.

Ihel,dir = Nhel · chel,dir (6.10)

chel,dir =
∑

i

chel,dir,i (6.11)

chel,dir,i = chel,dir,i,ref ·
(

Ahel
Ahel,ref

)shel,dir,i
· prhel,dir,i

log2
Vhel

Vhel,ref · pihel,dir,i (6.12)

Nhel is the number of heliostats in the field, Ahel denotes the heliostat mirror area, and
Vhel is the production volume of the heliostats which is the number of heliostats Nhel.
Reference values are provided in Table 1.

Optical Cost The optical cost depends on the average heliostat slope. This is related
to the heliostat canting as described in Section 2.1. The reference value σslope,ref is
given in Table 3.

Ihel,optic = Nhel · chel,optic (6.13)

chel,optic = 0.01 · 10−3

(
1

(σslope)
2 −

1

(σslope,ref )
2

)
Ahel (6.14)
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Table 1: Estimated direct cost parameters of a heliostat [5].

Heliostat direct cost i chel,dir,i,ref [$/u] shel,dir,i prhel,dir,i pihel,dir,i

Foundation 200 0.2274 0.9806 1.0816
Pedestal and structure 3 777 1.4700 0.9900 1.8070
Drives 6 000 0.6000 0.9400 1.3702
Mirrors 4 996 1.0420 0.9700 1.0861
Control and Communications 875 0.2311 0.9600 1.2841
Wiring 877 0.4479 1.0000 1.0302
Shop Fabrication 480 0.4264 0.9800 1.0000
Installation and Checkout 450 0.2610 1.0000 1.0000

Total reference direct costs 17 655
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Figure 21: Direct heliostat reference costs.

Overhead The overhead costs of the heliostat contain several costs coming up in the
management and engineering of heliostats. It is computed as a share, namely or, of
the direct costs Ihel,dir with considering a volume effect [5].

Ihel,overhead = or · Ihel,dir · prhel,overhead
log2

Vhel
Vhel,ref (6.15)

Indirect Costs Indirect heliostat costs contain costs for the engineering and setup of
the heliostats. Similar to the computation of the direct costs, the indirect costs are
listed in Table 2 together with the according reference values.

Ihel,indir =
∑

j

Ihel,indir,j (6.16)
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Ihel,indir,j = Ihel,indir,j,ref ·
(

Ahel
Ahel,ref

)shel,indir,j

· prhel,indir,j
log2

Vhel
Vhel,ref · pihel,indir,j (6.17)

Table 2: Estimated indirect cost parameters of a heliostat [5].

Heliostat indirect cost j Ihel,indir,j,ref [$] shel,indir,j prhel,indir,j pihel,indir,j

Engineering 250 000 0.9551 0.96 1.2623
Facilities and Tooling 800 000 0.9551 0.86 1.1460
Equipment Lease 200 000 0.9551 0.86 1.1460

Total reference indirect costs 1 250 000

6.1.5 Tower

The costs for the tower again consider scaling, volume effect and price index. However,
there is usually only one tower so the volume effect doesn’t play a role.

Itower = Itower,ref ·
(

htower
htower,ref

)stower

· prtower
log2

Vtower
Vtower,ref · pitower (6.18)

Reference values are provided in Table 3.

6.1.6 Receiver

For the receiver, the same description as for the tower applies: There is typically only
one receiver so the volume effect doesn’t influence the costs.

Irec = Irec,ref ·
(

Arec
Arec,ref

)srec
· prrec

log2
Vrec

Vrec,ref · pirec (6.19)

6.1.7 Storage

Unlike Augsburger [5], the storage system will be considered separately from the PCU.
However, the same equation considering scaling effect, volume effect and price index
applies.

Istor = Istor,ref ·
(

Sstor
Sstor,ref

)sstor
· prstor

log2
Vstor

Vstor,ref · pistor (6.20)

6.1.8 Power Conversion Unit

Ipcu =
∑

k

Ipcu,k (6.21)

Ipcu,k = Ipcu,k,ref ·
(

Spcu,k
Spcu,k,ref

)spcu,k
· prpcu,k

log2
Vpcu,k

Vpcu,k,ref · pipcu,k (6.22)
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Table 3: Reference and scaling values provided by Augsburger [5].

Quantity Value Unit Quantity Value Unit

cterrain 0.5 [$/m2] Aterrain,ref 2.8 [km2]
Iimprov,ref 1.1 [M$] simprov 0.3687 [–]
Ahel,ref 148 [m2] Vhel,ref 1625 [u]
σslope,ref 4.14 [mrad] or 20 [%]
proverhead 0.96 [–] Itower,ref 1.6 [M$]
htower,ref 75 [m] stower 1.797 [–]
prtower 0.9526 [–] Vtower,ref 1 [u]
pitower 1.0816 [–] Irec,ref 9.1 [M$]
Arec,ref 100 [m2] srec 0.5283 [–]
prrec 0.9526 [–] Vrec,ref 1 [u]
pirec 1.44 [–] Istor,ref 3.7 [M$]
Sstor,ref 88.2 [MWhth] sstor 0.6202 [–]
prstor 0.9526 [–] pistor 2.2 [–]

Table 4: Estimated cost parameters of a power conversion unit [5].

PCU cost k Spcu,k,ref Ipcu,k,ref spcu,k prpcu,k pipcu,k

Steam Generator 34.0 MWth 1.6 M$ 0.6734 0.9526 1.4400
Steam Turbine and Generator 13.5 MWel 8.8 M$ 0.6829 0.9526 1.2971
Cooling System 13.5 MWel 7.4 M$ 0.2514 0.9526 1.2254
Master Control – 1.6 M$ – – 1.1690

Total reference PCU costs 19.4 M$

6.2 Running Costs: Operations and Maintenance

Augsburger [5] doesn’t consider the running costs in detail. He simply assumes a fixed
value of 5.4 ¢/(kWhel) for the operations and maintenance (O&M) costs. We will,
therefore, use the equations of Morin [40] who modeled these costs in detail.

Running costs will be denoted by C. These costs consist of the costs for staff, water,
spare parts and insurance, and are summed up to a per-year value, the so-called OPEX
with

OPEX = Cstaff + Cwater + Cspare + Cinsur. (6.23)

6.2.1 Staff

The staff is split into staff for the heliostat field and staff for the power block. According
to Morin [40], the required heliostat field personnel depends linearly on the area of the
site, while the staff for the power block is assumed to be fixed.

Cstaff = (fstaff,field · Afield +Nstaff,pcu) · cstaff · fcurr (6.24)
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The factor fcurr is for converting euros to dollars to stay consistent in one currency.
It is required since we are using reference values from different cost models that use
different currencies for their reference values. The factor has the unit $/e and should
be an average of the expected conversion rate during the plant lifetime. Note that
the number of required personnel for the heliostat field can be non-integer. This is
still considered realistic since part-time jobs are possible. Parameters are provided in
Table 5.

6.2.2 Water

The costs for the water depend on the annual energy production (AEP) Ea. From the
multiplication with Ea we get an annual cost value.

Cwater = Ea · fwater · cwater · fcurr (6.25)

These costs contain the water consumption of the PCU and for mirror cleaning. How-
ever, as Morin [40] states, the cost model doesn’t consider the total mirror area. This
is a reasonable simplification since the water costs are only a very small part of the
total annual costs and the mirror cleaning is again only a small percentage of the water
consumption (assuming a wet-cooling power block).

For dry-cooling systems, the water consumption is significantly lower. Here, again,
parameters are provided in Table 5 and the currency conversion factor fcurr as described
above is used.

6.2.3 Spare Parts

The cost for spare parts is a fraction of the CAPEX:

Cspare = CAPEX · fspare (6.26)

6.2.4 Insurance

Insurance costs are also dependent on the CAPEX:

Cinsur = CAPEX · finsur (6.27)

Table 5: Parameters for the running costs as given by Morin [40].

Quantity Value Unit Quantity Value Unit

cstaff 48 000 [e/a] fstaff,field 3 · 10−5 [ m−2]
cwater 0.5 [e/m3] fwater 0.295 [m3/(MWhel)]
fspare 1 [%] finsur 1 [%]
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6.3 Economic Evaluation

In this part, several economic quantities are computed. These depend on the previously
described CAPEX and OPEX, the AEP Ea the plant life time Ny, and the interest rate
i. In this model, the OPEX is defined as the annual expenditures. To stay consistent
with the work of Augsburger [5], we introduce OM as the operational expenditure in
[¢/(kWhel)] with

OM =
OPEX

Ea
. (6.28)

6.3.1 Levelized Cost of Electricity

The levelized cost of electricity (LCOE), also called leveleized energy cost (LEC), is
the most common value for the evaluation of energy costs. It is defined as

LCOE =
Annual costs

Annual energy production
=
CAPEX · fannuity +OPEX

Ea

=
CAPEX · fannuity

Ea
+OM

(6.29)

with the annuity factor

fannuity =
(1 + i)Ny · i

(1 + i)Ny − 1
. (6.30)

The LCOE is used for an easy comparison of power plants of different types.

6.3.2 Net Present Value

The net present value (NPV) is the sum of all investments, and the present values of
all incomes and expenses over the project life time, i.e., the incomes and expenses of
each year with considering the interest rate. The NPV is a measure for the total profit,
hence, it must be positive. An equation is given by Augsburger [5]:

NPV =
(1 + i)Ny − 1

i · (1 + i)Ny
(ToE −OM) · Ea − CAPEX

=
ToE −OM
fannuity

· Ea − CAPEX
(6.31)

with the annuity factor fannuity as defined in Equation (6.30).

6.3.3 Internal Rate of Return

The internal rate of return (IRR) is the interest rate with which the sum of incomes
and expenses, namely, the NPV, would be zero after the plant life time Ny [5]. For
computing the IRR, Equation (6.31) with NPV = 0 needs to be solved for i. This
can be done using Newton’s method where the derivative of NPV with respect to i is
needed.
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6.3.4 Payback Period

An economic quantity that is interesting for the plant operator is the payback period.
It is the amount of time after which the plant starts making profit. In the computation
of the payback period the ToE is an important parameter. It is the price that is paid
per kWhel on the electricity market. The payback period (in years) is given by the
following equation as stated by Augsburger [5]:

Ny,payback =
log
(

(ToE−OM)·Ea

(ToE−OM)·Ea−CAPEX·i

)

log (1 + i)
(6.32)
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7 Validation

In order to check the quality and reliability of the presented models, some tests are
performed in the following. However, the validation is not presented for all the models.
The power block, for example, only consists of a bilinear interpolation method and was
tested. These tests are not worth being described here.

At the end of this section, all models will be brought together into one single annual
simulation.

7.1 Heliostat Field

The ray tracer of SunFlower is validated with the softwares SolTrace and Tonatiuh,
see e.g., [48, 50]. As this is already described in other publications, this part will be
skipped in this work.

7.2 Thermal Receiver

The thermal receiver model is the most complex part of the newly implemented techno-
economic simulation model. This is, therefore, also the largest subsection in this part
of the work. Since the receiver model is based on the work of Wagner [66], it was also
tested against the Fortran code from the digital supplement of Wagner’s work. Both
codes obtain the same results for one discretization cell per panel.

7.2.1 Panel Discretization

The extended model with more than one discretization cell per panel can’t be validated
the same way due to the lack of a reference value. Instead, the receiver efficiencies are
compared for different numbers of cells and convergence is expected. Figure 22 shows
the result of this investigation with using the one-dimensional flux map that is shown
in Figure 23b. The two plot lines were created with different termination conditions for
the iteration loop. After converging, both lines have a kink after which the iteration
doesn’t converge so the results aren’t reliable anymore. Applying strict termination
criteria moves the kink to the left. We use 500 as a maximum number of iterations
and a relative error tolerance (for the hot salt temperature) of 1 · 10−4. In strict mode,
these values are set to 200 and 1 · 10−12, respectively.

Although the plot is converged after a few steps, we can still see a difference in the
efficiency compared to using one single cell. In conflict with the result obtained by
Wagner [66], it is, therefore, recommended to split the receiver panels into 5 to 10
pieces.

7.2.2 Influence of the Flux Distribution

The distribution of the incoming flux from the heliostat on the receiver surface has a
large influence on the receiver operation. This is shown in the following. We are looking
at four different flux distributions shown in Figure 23. For the sake of comparability,
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Figure 22: Receiver Efficiency for different numbers of discretization cells using a one-
dimensional flux map.

the total incident radiation of all of these distributions is the same. Uniform Flux has
the same flux at each position on the receiver surface (Figure 23a). The 1D horizontal
Flux map is vertically averaged and changes only in circumferential direction. The
highest flux is present on the northern side of the receiver where the HTF flow enters
the receiver (Figure 23b). The flux map of test case 1D horizontal Flux inverted
corresponds to 1D horizontal Flux but now the highest flux is in the south (Figure 23c).
The flux map of 1D vertical Flux only changes vertically with the highest value at half
the receiver height. The flux is constant in circumferential direction (Figure 23d).

Table 6 shows the efficiencies for the four test cases. A difference of up to 3 % can be
seen between 1D horizontal Flux and 1D horizontal Flux inverted which is a lot when
looking at power plant efficiencies.

The large difference in the efficiencies comes from the strongly differing temperature
distribution that is shown in Figure 24 for all tests. A correlation can be seen be-
tween low receiver efficiencies and large areas of high temperatures, compare especially
Figure 24b and Figure 24c.

Table 6: Receiver Efficiencies for different flux maps

Test Name Efficiency

Uniform Flux 94.5531 %
1D horizontal Flux 92.8683 %
1D horizontal Flux inverted 95.7638 %
1D vertical Flux 94.5072 %
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(b) 1D horizontal Flux
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(c) 1D horizontal Flux inverted
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(d) 1D vertical Flux

Figure 23: Flux maps of the receiver test cases.
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(b) 1D horizontal Flux
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(c) 1D horizontal Flux inverted
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(d) 1D vertical Flux

Figure 24: Temperature distributions for the 4 test cases.
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7.3 Economic Model

As an example cost analysis, the investment costs of a plant with 1155 heliostats of
145 m2. The costs are kept close to those provided by Augsburger [5] as there are
no other data available for the author. The result of the cost analysis is shown in
Figure 25. The LCOE of the same configuration with an interest rate of 9 % and a

0 5 10 15 20 25 30 35

Land

Heliostats

Tower

Receiver

Storage

Power Block

Costs [M$]

Figure 25: Overview of investment costs for an example plant.

plant lifetime of 25 years is then 23.8778 ¢/(kW h).

7.4 Full Plant Model

An annual simulation was run using the different sub-models as a proof of concept
that not only the single models can be evaluated but also a full plant model simulation
can be performed. The simulation was based on measured meteorological data from
Almeŕıa. In Figure 26 the obtained energies of the different sub-models are shown. An
example plant with 1155 heliostats of 145 m2 was used.
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8 Conclusion and Outlook

During the course of this work, several performance models for different aspects of
a solar tower power plant were implemented. By combining these models, a techno-
economic full plant model is obtained. The models are kept efficient enough to use
them in heliostat field layout optimization.

For the optical simulation, i.e., the SunFlower ray tracer, triangular heliostat facets
were implemented, so that fields of the Stellio heliostat can be evaluated. For this, a
two-dimensional Gaussian quadrature rule for triangular domains is used.

The Receiver is modeled on the base of the model implemented in the state-of-the-art
software package SAM. This model was the largest part of this work. It was extended
by a finer discretization of the receiver panels. Although Wagner [66] proposed using
one piece per panel, it was shown in Figure 22 that one should consider multiple pieces
per panel.

The TES doesn’t have its own model. Instead, it only consists of the assumption
that enough energy can be stored such that the annual electricity output is maximized.

The power block is modeled as a whole, i.e., including heat exchanger, steam turbine,
electricity generator, and cooling system. For obtaining the power block efficiency for a
given ambient temperature and load share, the value is interpolated bilinearly between
given table values.

The economic evaluation is a merge of the models of Augsburger [5] and Morin [40].
Investment costs are scaled from reference values from literature with considering man-
ufacturing progress and price trends. The model is capable of returning LCOE, NPV,
IRR, and the payback period.

As can be seen in Figure 26, the models work smoothly together as a full plant model
in an annual simulation.

The aim of the work was fulfilled by creating a techno-economic model that returns
several different output quantities: In addition to the optical energy, thermal energy,
electrical energy and economic quantities can be used as objective functions in an
optimization. Then, also quantities like the number of heliostats in the field can be
optimized.

Possible extensions for the implemented model could be:

� An aiming strategy should be used during optimization. It was shown above,
that the flux distribution affects the receiver efficiency significantly so directly
including a strategy into the model would lead to more reliable results.

� Discretize the sky and compute the optical efficiencies for the discretization nodes
as proposed by Schöttl et al. [56]. This would make the costly optical simulation
more efficient and it would be possible to implement a transient simulation that
is fast enough for use in optimization.

� When implementing a transient simulation, the storage needs to be modeled in
the sense that there is an actual storage filling strategy. With a storage model
implemented, additional variables could be optimized, e.g., the storage capacity.
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